
  
 

  



  
 

  



  
 

Design Recommendations  
for  

Intelligent Tutoring Systems 
 
Volume 9 
Competency-Based Scenario Design 

 
 
 
 
 
 
 
 

Edited by: 
Anne M. Sinatra 

Arthur C. Graesser 
Xiangen Hu 

Benjamin Goldberg 
Andrew J. Hampton 

Joan H. Johnston 
 

 
 

 
 

A Book in the Adaptive Tutoring Series 



 
 

 

Copyright © 2022 by the US Army Combat Capabilities Development Command – Soldier Center 
 

Copyright not claimed on material written by an employee of the US Government. 
All rights reserved. 

No part of this book may be reproduced in any manner, print or electronic, without written  
permission of the copyright holder. 

 
The views expressed herein are those of the authors and do not necessarily reflect the views  

of the US Army Combat Capabilities Development Command - Soldier Center. 
 

Use of trade names or names of commercial sources is for information only and does not imply endorsement 
by the US Army Combat Capabilities Development Command - Soldier Center. 

 
This publication is intended to provide accurate information regarding the subject matter addressed herein. The 

information in this publication is subject to change at any time without notice. The US Army Combat 
Capabilities Development Command - Soldier Center, nor the authors of the publication, makes any guarantees 

or warranties concerning the information contained herein.  
 

Printed in the United States of America 
First Printing, February 2022 

 
 
 

US Army Combat Capabilities Development Command - Soldier Center 
Simulation and Training Technology Center 

Orlando, Florida 
 
 
 

International Standard Book Number:  
978-0-9977258-1-0 

 
Special thanks to Jody Cockroft, University of Memphis, for her efforts in coordinating  

the workshop that led to this volume. 

 
 

Dedicated to current and future scientists and developers of adaptive learning technologies



 

i 
 

CONTENTS 

 

 

Introduction to Competency-Based Scenario Design & GIFT 5 

Section I – Scenarios for Individual Assessment 9 

Chapter 1 – Introduction to Scenarios for Individual Assessment 11 

Arthur C. Graesser and Anne M. Sinatra  

Chapter 2 – Considerations for Adaptive Competency-Based 
Scenario Design and Development at Scale 13 

Robert A. Sottilare  

Chapter 3 – Competency-Based Experiential-Expertise 19 

Kevin Owens and Benjamin Goldberg  

Chapter 4 – The Training Assessment Framework: Innovative Tools 
Using Scenario-Based Assessment and Feature Analysis 31 

Eva L. Baker, Kilchan Choi, and Harold F. O’Neil  

Chapter 5 – Scenario-Based Assessment: Design, Development, and 
Research 41 

John Sabatini  

 



 

ii 
 

Chapter 6 – Implementing Soft Skills Training in GIFT 49 

Patrick C. Kyllonen, Arthur C. Graesser, Sara B. Haviland, Steven B. 
Robbins, and Kevin Williams  

Section II– Scenario Based Training for Groups and Teams 65 

Chapter 7 ‒ Introduction to Scenario-Based Training for Groups 
and Teams 67 

Joan H. Johnston and Andrew J. Hampton  

Chapter 8 – Training for Team Effectiveness Under Stress 69 

Joan H. Johnston, Robert A. Sottilare, Mike Kalaf, and Greg Goodwin     
  

Chapter 9– A Measurement Framework for Developing Resilience 
with Competency-Based Scenarios 75 

Joan H. Johnston, Debra Patton, and Anne M. Sinatra       

Chapter 10 – Leveraging Lessons Learned From Synthetic 
Teammates for Intelligent Tutoring Systems 81 

Christopher W. Myers  

Chapter 11‒ The Impact of Personalized Feedback on Negotiation 
Training 89 

Emmanuel Johnson and Jonathan Gratch  

 

 



 

iii 
 

Section III – Computational and Quantitative Models 103 

Chapter 12 – Introduction to Computational and Quantitative 
Models 105 

Xiangen Hu and Benjamin Goldberg  

Chapter 13 ‒ Mathematical Models to Determine Competencies 107 

Robby Robson, Xiangen Hu, Elliot Robson, and Arthur C. Graesser  

Chapter 14 – What’s the Value of a Step? Using Data to Solve the 
Assistance Dilemma for Adaptive Problem Solving Help 113 

Mehak Maniktala, Tiffany Barnes, Min Chi, Andrew J. Hampton, and 
Xiangen Hu  

Chapter 15 – Assessing Competency Using Metacognition and 
Motivation: The Role of Time-Awareness Preparation for Future 
Learning 121 

Mark Abdelshiheed, Mehak Maniktala, Tiffany Barnes, and Min Chi  

 Chapter 16 ‒ Maintaining Chains of Evidence with xAPI 133 

Florian Tolk  

Biographies 139 

 
 
 
 
  



 

iv 
 

  



 

v 
 

 
 

INTRODUCTION TO COMPETENCY-BASED 
SCENARIO DESIGN & GIFT 
 
 

Anne M. Sinatra1, Arthur C. Graesser2, Xiangen Hu2,    
Benjamin Goldberg1, Andrew J. Hampton2, and Joan H. 

Johnston1 Eds. 
1U.S. Army Combat Capabilities Development Command – Soldier Center –  

Simulation and Training Technology Center 
2University of Memphis Institute for Intelligent Systems 

 

 

 

 



 
 

6 
 

This book focuses on the topic of competency-based scenario design as it relates to Intelligent Tutoring 
Systems (ITSs). The current book is the ninth in a series of books that examine key topics in ITSs. The 
chapters in this book specifically relate the work presented to applications for the Generalized Intelligent 
Framework for Tutoring (GIFT) (Sottilare, Brawner, Goldberg, & Holden, 2012; Sottilare, Brawner, 
Sinatra, & Johnston, 2017). GIFT is an open-source, domain independent, service-oriented, modular 
architecture for ITSs. GIFT has specifically been designed to allow for reusability of the GIFT architecture, 
GIFT tools, and instructional content materials. Further, GIFT has been designed with the goals of reducing 
the amount of time necessary to author ITSs, and reducing the skill level required for the authoring process. 
GIFT can be used to create ITSs that can be distributed both locally on a computer and virtually in the 
Cloud. In addition to creating ITSs, GIFT can be used to examine instructional outcomes, and conduct 
research. 

In addition to this book, the first eight volumes in this series, Learner Modeling (ISBN 978-0-9893923-0-
3), Instructional Management (ISBN 978-0-9893923-2-7), Authoring Tools (ISBN 978-0-9893923-6-5), 
Domain Modeling (978-0-9893923-9-6), Assessment Methods (ISBN 978-0-9977257-2-8), Team Tutoring 
(ISBN 978-0-9977257-4-2), Self-Improving Systems (978-0-9977257-7-3) and Data Visualization (ISBN 
978-0-9977257-8-0) are freely available at www.GIFTtutoring.org. 

The topic of this book, Competency-Based Scenario Design is highly relevant to the development of 
ITSs. Scenarios are information-rich task/problem contexts that are closely aligned with real-world 
situations that professionals face in their jobs.  The tasks/problems exhibit ecological validity rather 
than stripped-down abstract simplifications. Developers of ITSs and other adaptive instructional 
systems need to have principled guidance on how to design these scenarios. An example scenario may 
be a close match to a particular situation in the past, but not be representative of a large range of 
situations that professionals experience in their job. An example scenario may be very realistic, but not 
provide reliable and valid assessments of the learners' performance to guide assessments (summative, 
formative, or stealth).  Research teams that build high quality scenarios need to include expertise in the 
targeted profession, assessment, learning science, and computer science. The current book brings 
together experts on ITSs to discuss their work as it applies to Competency-Based Scenario Design. We 
believe that this book can be used as a resource for those who have an interest in developing Scenarios 
for ITSs, and who want to learn more about how to do so. 
 

GIFT and Expert Workshops 

This book series is associated with a series of Expert Workshops that began in 2012. In 2012, the Army 
Research Laboratory (ARL) along with the University of Memphis developed a series of expert workshops 
including senior tutoring system scientists from academia, government, and industry to present their work 
on relevant gaps in ITS research and applications. As part of these workshops the experts also provide 
suggestions for ways to improve GIFT moving forward.  Expert workshops have been held each year since 
2012 resulting in published volumes in the Design Recommendations for Intelligent Tutoring Systems 
series that are associated with each workshop. In 2018, parts of ARL, including the GIFT team, were 
reorganized into another organization, Soldier Center. Research into applied adaptive tutoring and team 
tutoring have continued with Soldier Center. Additionally, the expert workshops and books have continued 
with topics in line with the relevant research gaps. Table 1 lists the expert workshop topics, the locations 
of the workshops, as well as the dates of the workshops and associated volume publications. 

  

http://www.gifttutoring.org/
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Table 1. Historical List of Expert Workshops, Locations, Dates, and the Book Publication Output. 

Expert Workshop Topic Expert Workshop 
Location 

Expert Workshop 
Date 

Book Publication 

Learner Modeling Memphis, TN September 2012 Volume 1 – July 2013 

Instructional Management Memphis, TN July 2013 Volume 2 – June 2014 

Authoring Tools Pittsburgh, PA June 2014 Volume 3 – June 2015 

Domain Modeling Orlando, FL June 2015 Volume 4 – July 2016 

Assessment Methods Princeton, NJ May 2016 Volume 5 – June 2017 

Team Tutoring Ames, IA May 2017 Volume 6 – August 2018 

Self-Improving Systems Nashville, TN May 2018 Volume 7 – October 2019 

Data Visualization Orlando, FL August 2019 Volume 8 – December 2020 

Competency-Based Scenario 
Design 

Virtual September 2020 Volume 9 – January 2022 

Strengths, Weaknesses, 
Opportunities, and Threats 
(SWOT) Analysis of 
Intelligent Tutoring Systems 

Virtual September 2021 Volume 10 – In Progress 

 

Sections of the Book  

This book is organized into three sections that cover three related but diverse topics associated with 
Competency-Based Scenario Design and ITSs:  

I. Scenarios for Individual Assessment 

II. Scenario Based Training for Groups and Teams 

III. Computational and Quantitative Models 

Design Recommendations for Intelligent Tutoring Systems: Volume 9 – Competency-Based Scenario 
Design is intended to be a design resource as well as a community research resource. We believe that 
Volume 9 can serve as an educational guide for developing ITS scientists and as a roadmap for ITS research 
opportunities.    
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CHAPTER 1 – INTRODUCTION TO SCENARIOS FOR INDIVIDUAL 
ASSESSMENT 
 

Arthur C. Graesser1 and Anne M. Sinatra2 

University of Memphis1, U.S. Army DEVCOM - Soldier Center2 

 

Core Ideas 

The chapters in this section focus on assessment of individuals in competency-based scenario design.  
Individuals are assigned tasks in the assessment that are very similar to those tasks they need to complete 
in real-world settings.  The assessment tasks involve authentic scenarios rather than decontextualized tasks 
that are many abstractions away from the real tasks they need to perform in a job position or as a citizen.  
Assessments are designed to assess whether an individual is competent in completing the tasks and/or what 
level of proficiency they exhibit.  

There are many stages in developing learning and assessment tasks in competency-based scenario design.  
An initial step is to define the theoretical construct (e.g., leadership, cognitive flexibility) or practical scope 
of the job position (e.g., aircraft electrician, webmaster) being assessed.  A second step is to identify the set 
of knowledge, skills, attitudes, and abilities (KSAAs) that are needed or desired to achieve competent 
performance in achieving goals.  A third step is to identify tasks in the real world that appear to have face 
validity in being authentic scenarios and that require these KSAAs.  A fourth step is to design similar 
scenarios for assessment and that cover important relevant KSAAs. A fifth step is to measure the test-
takers’ performance and develop a scale that identifies thresholds of competence and levels of proficiency.  
Competency-based scenario design requires expertise in psychology, measurement, scenario design, and 
experience in relevant real-world activities.         

Individual Chapters 

The chapter by Sottilare discusses scenario design and development processes for competency-based          
training at scale in military contexts.  Common competency-based assessment methods include pretests,  
in-situ assessments, and computational methods when there is longitudinal data available in the learning 
record store.  There is a particular focus on adaptive scenario-based training with digital technologies that 
uses a series of scenarios and events in scenarios to develop or maintain the ability to complete a task.  
Scenarios and events are adaptive by changing their sequence, level of difficulty, or training content.           
However, making such decisions on adaptivity involves some challenges that require complex modeling 
and expertise in instructional design.     

The chapter by Owens and Goldberg presents a Competency-Based Experiential-Expertise (CBEE) model 
that was developed during a decade of research in Army and Navy training and performance projects.  
CBEE is now part of a US Army science and technology research project to develop advanced training 
management tools in conjunction with the Army’s Synthetic Training Environment.  It uses Artificial 
Intelligence (AI) supported evaluation tools and standards for classifying levels of competence that promote 
learning-on-demand at a point-of-need. Learning and competence evaluation occurs through live, full- or 
semi-synthetic learning environments that emulate real-world settings and conditions that expose trainee 
mistakes and learning-by- doing in an experiential learning model.        



 
 

12 
 

The chapter by Baker, Choi, and O’Neil presents a Training Assessment Framework (TAF) that provides 
an architecture for designing, developing, and providing valid assessments of training and education.  There 
are innovative tools for scenario-based performance assessment and analysis of relevant features in the 
assessment. The chapter discusses a project with the Naval Education and Training Command that 
supported the development and use of a TAF to create a coherent structure for designing end-of-course 
assessments that also considers formative assessments during training, analytic models of computer-based 
instruction, and feedback to instructors, trainees, and test developers.  Clear performance assessments can 
be designed for complex practice environments, simulations, and other intelligent tutoring systems (ITSs).  
A recommendation for the future is to develop a theory and ontology of situations that can help 
operationally define transfer of training to new situations, including the modification of content, setting, 
roles, and goals. 

The chapter by Sabatini reviews scenario-based assessment and how it can be designed for ITSs.  Design 
principles are presented based on scenario-based assessments developed and tested in a large-scale Reading 
for Understanding initiative funded by the Institute of Educational Science.  Evidence-centered design is a 
core technique that guided the process. It is also important to consider constraints in both the 
research/development phase and the final operational use. The principles guiding scenario-based 
assessment include a goal (purpose, mission) for the participant to achieve over the course of the 
assessment, a coherent collection of materials relevant to achieving the goal, use cases in assessment 
(formative, summative, stealth) that triangulate strengths and weaknesses in performance, links between 
prior knowledge and performance, and ideally optimization of interest, motivation, and engagement. 

The chapter by Kyllonen, Graesser, Haviland, Robbins, and Williams explores the process and advantages 
of implementing soft skills training in GIFT.  Soft skills refer to social, emotional, and self-management 
skills associated with success in school and work.  The chapter describes a soft skill training system 
developed at Educational Testing Service that could potentially be integrated with GIFT in ways analogous 
to the training of hard skills (e.g., verbal and quantitative literacy, science, particular technical skills).  
Unlike hard skills, soft skills are rarely explicitly taught and assessed in schools. The training systems 
include, among other activities, scenarios with open-ended problems in workplace, school, community, and 
personal settings that present an issue or problem that calls for deliberation on a resolution.  
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CHAPTER 2 – CONSIDERATIONS FOR ADAPTIVE COMPETENCY-
BASED SCENARIO DESIGN AND DEVELOPMENT AT SCALE 

Robert A. Sottilare  
Soar Technology, Inc. 

 

Introduction 

This chapter focuses on the scenario design and development processes for competency-based training. We 
emphasize the application of these processes for training (learning a specific task) versus education 
(learning of concepts that may be broadly applied).  Competency-based      training provides a framework 
for instruction and the assessment of learning based on a set of predetermined competencies (abilities 
required to complete or achieve something) where measures of assessment are tied to real-world 
performance standards and outcomes (Lytras et al., 2010). 

In thinking about the scenario design process for adaptive competency-based training, the 
designer/developer should consider the modeling of learners and teams, the use of those models in adapting 
scenarios in real-time and the evaluation of instructional decisions to reinforce better decision-making in 
future scenarios. To this end, this chapter explores scenario design and development processes. Next, we 
define adaptive scenario-based training and the contexts in which competency modeling provides 
opportunities to tailor scenario dimensions. 

First, the broad term of adaptive instruction has been defined as the use of various instructional strategies 
and resources (e.g., content, content delivery methods - intelligent multimedia instruction (IMI)) to provide 
learning experiences that are tailored to the needs, goals, preferences and interests of individual learners or 
teams (Wang, 1980; Sottilare et al., 2018; Sottilare & Brawner, 2018). Therefore, adaptive scenario-based 
training is adaptive instruction that uses a series of events (scenarios) to develop or maintain the ability to 
complete a task or set of tasks. The events may be adapted by changing their sequence, their level of 
difficulty, or by providing alternate content, but how does competency fit into the adaptive instructional 
decision-making process? In the next section of this chapter, we explore competency modeling and 
challenges in designing and developing adaptive competency-based training.  

Competency Assessment Methods – Challenges and Limitations 

Now that we have defined a scope for the design and development of adaptive competency-based training, 
our next task is to identify the process and challenges associated with competency determination and how 
it is used to tailor training scenarios. Vygotsky (1978) identified the zone of proximal development (ZPD) 
as a set of proximal skills (a range of abilities) that an individual can perform with assistance from a tutor 
or peer, but cannot yet perform completely on their own. An individual’s proximal skills are those they are 
close to mastering. By focusing instruction on the development of proximal skills, the instruction 
emphasizes objectives that are attainable in the near term and this aids learner engagement. However, the 
ability to use ZPD as a design guideline is directly dependent on the adaptive instructional system’s (AIS’s) 
ability to accurately assess learner or team competency. How is competency modeled today? Competency 
may be inferred through various methods, but is most often determined using pretests, an in-situ assessment, 
or a computational method used to assess previous learning and experience.  
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Pretests as Competency Assessments 

The use of well-designed pretests or competency assessments are valid and reliable. They can measure      
knowledge and skills required to perform a task or successfully work in a specific job. For example, a 
pretest might be administered to determine if a learner has the requisite skills to enroll in a course or an 
organization might administer a certification test to ensure that employees operating a specific type of 
equipment possess the required knowledge and skills. It is important that these tests pose practical problems 
that reflect the knowledge and skill needed to be successful and efficient. 

The limitations associated with using pretests is their validity and the availability of the time required to 
complete the assessment. Face validity of pretest is the extent to which the test measures the competency 
that it was designed to measure. The availability of time required for the assessment should be viewed in 
terms of return on investment (ROI). If there is a return in accelerating learning by eliminating lessons or 
modules where the learner is already proficient, there is time returned for the pretest time investment. If 
there are no planned adaptations to recover the time, then the designer may determine that the pretest is 
unnecessary. 

In-Situ or Real-time Competency Assessments 

Next, we examine in-situ or real-time competency assessments. It might be useful to determine learner 
competency to provide more efficient instruction and accelerate learning. Learner competency might be 
assessed during instruction and real-time decisions made by the instructor to determine what lessons can be 
skipped or if remediation to more fundamental lessons are required. Machine-based tutoring provides an 
advantage in being able to track real-time performance and adapt recommendations for future instructional 
experiences based on that performance. Human tutors with large classes or student populations may not be 
able to afford the time to make the interim competency assessments required to make real-time 
recommendations or decisions about learning pathways. 

Computational Competency Assessment Methods 

Finally, we examine more longitudinal methods of assessing competency. Today, the experience 
application program interface (xAPI; Sottilare et al., 2017), a statement of achievement, is widely used for 
capturing military training accomplishments. The xAPI is an e-learning software specification that records 
all types of learning experiences in a learning record store (LRS; Hruska et al., 2015). While the xAPI as a 
method of capturing learning achievements has been quite successful, it is somewhat limited in its ability 
to accurately assess competency.  

The xAPI statements are written to the LRS where the statements pile up over time. The statements are time 
stamped so they could be used with a decay model to compute when the learner needs refresher training. 
Some logic or computational model is needed to make sense of the xAPI statements as they are often unable 
to stand alone as competency assessment models. xAPI statements may not be granular enough to determine 
whether a learner or team of learners is at a sufficient level of competency for the machine-based tutor to 
make recommendations about their specific learning path. For example, a learner or team completing a 
scenario may not be sufficient evidence to determine their proficiency because only a single achievement 
statement was generated. 

Now that we have examined competency assessment methods, we will discuss the process, challenges and 
limitations of scenario design and development in the context of adaptive training. 
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Scenario Design and Development – Challenges and Limitations 

Scenario-based training (SBT) takes place in immersive training environments where learners are exposed 
to realistic work challenges and conditions (Dunne et al., 2010; Magerko & Laird, 2002). SBT illustrates a 
time-tested “learn-by-doing approach” for military training. The goal of SBT is to improve learner or team 
performance and build competency through iteratively more difficult experiences and application of each 
learner’s knowledge and skills to a broad variety of job conditions. 

This section provides discussion about the training scenario design process which requires a high degree of 
knowledge of the domain of instruction and defined learning objectives and measures of assessment (Noori 
et al., 2017). The myriad of design process steps outlined in the training literature can be distilled down to 
a few simple heuristics: 1) know your audience, their goals and learning gaps, 2) define your learning 
objectives, 3) select appropriate activities (e.g., skill, reasoning, decision-making, optimization) to support 
learning objectives and overcome knowledge gaps, and 4) tie expected scenario outcomes and measures of 
assessment to a sequence of activities (events).  

Military training departments usually provide a set of standard scenarios that are tied to specific objectives 
so that inexperienced teams can learn to perform in increasingly complex environments and experienced 
teams can maintain their performance edge. Scenarios are typically authored by training department 
members, battlemasters or instructors. Each base scenario may be adapted manually by the battlemaster in 
real-time to keep each team engaged with an appropriate level of difficulty. The battlemaster can adjust the 
simulation events or activities to reduce or increase complexity if the scenario is determined to be too 
difficult or too easy for a given team. 

While the process may be simple to understand, the process of authoring scenarios for adaptive training 
experiences is anything but simple. Adaptive instruction, by its nature, requires additional content and more 
frequent assessment of individual learners/teams to identify opportunities to tailor SBT. Automation should 
be considered when designing adaptive SBT. Zook et al. (2012) identified several advantages to 
incorporating automated scenario generation tools and methodologies for use in SBT. A primary advantage 
is that automated scenario generation develops training scenarios with a broader diversity in a shorter time 
than human authors can produce. The combinatorial optimization approach that was part of Zook’s 
approach provided both a diversity and a quality set of scenarios that are specifically tailored to each 
learner's needs and abilities as per the ZPD (Vygotsky, 1978). 

The approach used by Rowe et al. (2018), used deep reinforcement learning methods to dynamically 
generate training scenarios specifically configured to support defined learning objectives and tailored to the 
goals, learning gaps, and abilities (e.g., prior knowledge) of individual learners. Folsom-Kovarik et al. 
(2019) describe the development of a scenario variation tool based on the novelty search genetic algorithm 
(Lehman & Stanley, 2011). Genetic algorithms act on a population of prospective solutions which evolve 
through mutation or crossover operations to create new prospective solutions through an iterative process. 
The solutions with the highest fitness ratings are selected for reproduction as the population evolves from 
one generation to the next. Novelty search guides evolution by novelty alone without explicitly specified 
goals. There is debate whether using novelty as a measure as a fitness or a genetic algorithm provides better 
results than a goal-directed fitness function. 

The challenge of which approaches produce the best results is centered around the selection of evaluation 
metrics. Zook et al (2012) proposed a set of evaluation metrics that included replayability, tailoring to 
individual learners, and adaptation to changing conditions in the environment. Replayability focuses on a 
SBT system’s ability to generate numerous, but distinct variations of existing scenarios. This is important 
to be able to exercise the learner’s knowledge and skills and avoid circumstances where the learner can 
anticipate events and ‘game’ the system. Tailoring is a response by the SBT system to the needs and 
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changing conditions of each individual learner. Tailoring has been shown to be highly effective in engaging 
learners. Finally, adaptation includes changes to events or scenario difficulty to align the individual learner 
or team with the knowledge and skill to be successful in a given scenario per ZPD.  

Now that we have discussed competency assessment methods, the scenario development process, and 
automation options, it is time to capture major considerations in the scenario design and development 
process. 

Considerations for Scenario Design and Development at Scale 

Following along with the scenario generation process described above, scenario designers and developers 
should consider steps in the process, the source and acquisition of data, how data will be used to support 
adaptation, methods and approaches to scenario design and development at scale, and the limitations of 
various approaches and how these limitations affect desired outcomes. Scenarios provide the learner 
activities needed to acquire/maintain/exercise the knowledge and skills outlined in the learning objectives. 

Know Your Training Audience 

It is necessary to model individual learner or team competency as a basis for designing effective new 
scenarios or selecting existing scenarios. Consideration should be given to understanding what data is 
needed to determine competency and how competency will influence scenario adaptations. Additional 
consideration should be given to methods to infer competency. As noted, the xAPI achievement statements 
are becoming a military and IEEE standard. While this provides a record of achievements, these statements 
may not be sufficient to assess competency. Additional data (and context) may be needed to accurately 
infer individual learner or team competency. Automation should be an option for capturing learner 
behaviors as well as achievements at scale. Automation can reduce the workload required to model 
competency, but another consideration is the development and validation of a computational competency 
model (Nursikuwagus et al., 2018) that can be applied to a variety of instructional domains.    

Define Your Learning Objectives 

Learning objectives are composed of three elements: 1) conditions under which the task is to be performed, 
2) an observable learner behavior that indicates accomplishment of the task, and 3) a measure that validates 
how well the learner can perform the task. Authoring tools that allow developers to define learning 
objectives and provide a guided process for tying learning objectives to activities will greatly reduce the 
work required to develop effective scenarios. It will be important to develop a repeatable authoring process 
that validates the scenario as 1) adequate to support the defined learning objectives, 2) composed of 
activities that influence learner behaviors required to assess the learning objectives, and 3) adequate to 
identify data sources required to assess learning. To scale across multiple learning experiences (e.g., a 
curriculum or learning pathway), a mechanism is needed to understand the scenario learning objectives 
relative to other objectives in the curriculum. 

Selecting Appropriate Learning Activities 

Learning activities are selected to create the set of conditions needed to acquire the knowledge and skill 
defined by the learning objectives. Learning activities are intended to stimulate experiential learning, 
critical thinking, collaboration or analysis. Learning activities are also intended to prompt observable 
learner behaviors to support measures of assessment. Examples of active learning activities are activities 
where learners participate in simulations, serious games, problem-solving exercises, and decision exercises. 
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Some learning activities include opportunities for deliberate practice of skills and application of knowledge 
in relevant environments. The ability to scale learning activities is the ability of the system to capture 
achievements below the course and lesson level at the activity level (e.g., assessment of problem-solving 
activities). 

Tying Outcomes, Activities and Measures Together 

As noted earlier, it is important to identify what learning outcomes (objectives) are targeted, what activities 
will stimulate appropriate learner behaviors, and how the progress of the learner or team will be measured.  

Recommended Next Steps 

In this section, we provide specific recommended next steps to achieve desired outcomes for the 
Generalized Intelligent Framework for Tutoring (GIFT) to support adaptive SBT at scale: 

● Design – Understand and model the relationship between learner competency, learning objectives, 
learning activities and scenario content to design effective adaptive SBT  

● Authoring - Automate or simplify the scenario authoring process to expand the available conditions 
in which learners can apply their relevant knowledge and skill 

● Development – Select activities that engage the learner and exercise their skills in a measurable 
way 

● Scaling – Adaptive SBT systems are complex capabilities that require special expertise to produce, 
and the skills needed can be drastically reduced along with cost/time through the use of guided 
learning, templates, reports, and automation   
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Introduction 

In this chapter we deliberate on a learning model referred to as Competency-Based Experiential-
Expertise (CBEE).  CBEE is a result of methodical applied research conducted from 2009 to 2017 by the 
Applied Research Laboratories: The University of Texas at Austin (ARL: UT) for the US Navy on 
improving surface ship tactical operator and team-based performance.  This research was based on post-
event analysis of significant real-time performance data from multiple years of US Navy at-sea live 
exercises and real-world events, as well as experiential classroom training experiments.   
 
CBEE is based on requirements that are extensions of similar past efforts to improve individual 
competence (James, 2015; Jaschik, 2017; Linked In, 2021; Marcus, 2020; McClelland, 1973; Nodine, 
2016; Pew Research Center, 2017; Tavangar, 2014) but is more focused on team-based performance 
contexts which most work performance is in.  CBEE is also part of a US Army science and technology 
research project being conducted to explore advanced training management tools in conjunction with the 
design of the Army’s future Synthetic Learning Environment (STE) (Rosman, 2020).  In addition, CBEE 
is being considered as part of the US Army’s future learning concept for training and education (US 
Army Training and Doctrine Command, 2017), and the DoD Advanced Distributed Learning vision to 
modernize learning (Walcutt & Schatz, 2019) using ubiquitous web-based learning architectures and 
Adaptive Learning Systems (ALSs) similar to the US Army’s Generalized Intelligent Framework for 
Tutoring (GIFT) product (GIFT, 2020).  
  
In contrast to today’s typical subject-matter formatted curriculum that began in the mid-19th century, 
CBEE is a more 21st century focused learning construct that builds what is called expertise in specific 
tasks through experiences that a person may perform in many different roles, in different teams and 
perhaps in different domains over their lifetime. This is actually how today’s volunteer military structure 
works; personnel conduct permanent change of station (PCS) moves from duty-station to duty-station 
after two to four year “tours” in which they focus on different missions and/or assignment mostly using 
the same knowledge, skills and tasks but sometimes having to learn entirely new knowledge, skill-sets 
and tasks.  The other characteristic that CBEE extols is for one to have any experiential expertise, they 
have to be objectively asserted as being competent at a specific level based on recent and valid data. 
 
To support this learning model, complex competency development structures are required to support 
each of the domains in which experience and expertise are to be measured (Biech, 2008; Gilbert, 2007; 
Spencer & Spencer, 1993) along with finding ways to incorporate century-old philosophies of 
experiential education and practices (Itin, 1999). The CBEE model incorporates the adult-learning 
philosophy called andragogy (Knowles, 2015) in order to more rapidly and efficiently develop and 
sustain competence.  To support the competency structure, cloud-based, standards enforced, competency 
frameworks will provide ubiquitous, reusable and machine-readable data structures that provide both an 
authoritative definition of organizational learning and performance requirements.  CBEE is focused on 
objective evaluation by using data informed artificial intelligence (AI) supported evaluation tools and 
math-models for classifying levels of competence. The math-model will calculate a three-dimensional 
level of competence: (1) how-well one performs against a set of threshold-criterion, (2) how-hard the 
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conditions were when they performed, and (3) how-often one has performed a competency within a set 
window of time (i.e. their experience).    
  
In support of evaluating these competence dimensions, CBEE uses data standards and competency 
management services (CMS) that are ubiquitous across everyday information networks. Experiential 
learning data is delivered, managed and facilitated through CMSs (CASS project, 2021), with 
credentialing services (Credential Engine) established to store, track and support data of a team or 
person’s competence across their lifetime.  By employing a more ubiquitous andragogical approach 
around how humans naturally learn (Kamenetz, 2020; thecriticalthinkingchild.com, 2020; Young, 2020) 
and using technology to support self, instructor, or trainer led facilitated learning across local centers, 
schools, work-environment or online, CBEE promotes learning on-demand, and at a point-of-need.     
  
CBEE assumes future individual and team competence development practices will not just employ 
locally accessed or online multi-media content. Nor, will it limit competence evaluation services and 
accrediting to traditional written test-based assessments (Merzenic, 2013; National Research Council, 
2001; Nugroho, 2020).  Instead, learning and competence evaluation occurs through live, full or semi-
synthetic learning-environments that emulate real-world settings and conditions, and encourage mistakes 
and learning-by-doing using an experiential learning model.  This approach has already been tested in 
various military, space and pilot training programs, as well as advanced academic learning efforts that 
incorporate virtual engagements (Board of Behavioral and Social Sciences and Education, 2018).  These 
mediums benefit learning by allowing learners to build competence through reflection on noted gaps and 
mistakes, and repetition across multiple simulated experiences.  
  
In the following sections we will provide a cursory discussion of the ontology required to incorporate 
CBEE, which includes reusable competency definitions, frameworks, and indexes, and tailored 
evaluation standards aligned to competency registries that are accessible on demand through the world-
wide-web.  We will then discuss the experiential learning model based on the work of past pioneers, and 
how that model develops the state (or level) of competence around what is called experiential-expertise.   
To conclude, we will briefly demonstrate the proposed CBEE architecture using the open source GIFT 
product.  We will then summarize and make recommendations of future research needed to support the 
CBEE model.  

Discussion  

The CBEE Ontology and Conceptual Structures    

An ontology is critical so that anyone trying to research, design or implement a new technology or endeavor is 
speaking the same semantic and syntactic language beyond just human language.  This means terms, information 
and data having the same meaning, as well as having the relationships with other terms, information and data so that 
they are meaningful to the context of effort. An ontology also defines how entities of information are grouped to 
basic categories and their purpose.  Figure 1 provides a summary illustration of this ontology.  

At the left side of Figure 1 is an example of a competency structure.  A competency structure is a little different 
from that of a typical task structure in that it is made up of multiple “entities” that capture and represent “classes” 
of performance definition and standards that can be “reused” and tailored for different performance and task 
contexts.  This ensures performance requirements can be unique but follow a similar ontology (for machine 
readability) and to ensure comparable standards of performance for cross-domain collaboration and teamwork.  
Competency structures can be used for both academic and occupational/operational learning domains to ensure 
there is more consistency across these domains, and across associated institutions and organizations implementing 
a CBEE strategy.  This approach allows teams and people to be evaluated and credentialed fairly and consistently 
as they apply their competence from academic to occupational domains or from one occupational job to another.     
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Figure 1. The Competency-Based Experiential Expertise (CBEE) Ontology  

 
Also shown on the left-side of Figure 1 is the CBEE competency structure (or model) consisting of six basic entity 
types:  Frameworks, an association index, competency objects, competency definitions, and evaluation objects (see 
Figure 1 for descriptions of each).  This structure is based on standards being defined by the Institute of Electrical 
and Electronic Engineers (IEEE) 1484.20.1 working group (IEEE, 2021) but refined to meet the needs of 
experiential-expertise. Entity relationships and their actual tangible representation will exist in what is defined as 
the Resource Description Framework (RDF) that is used to store and access structures like these over the world-
wide-web, and are often written in what is called a Javascript Object Notation (JSON) text format for both storage 
and network transfer.  
  
As shown at the right-side of Figure 1, the terms and meaning used in the competency level structures are a 
modified version of the Dreyfus model of skill acquisition (Dreyfus, 2004) and intended to provide a logical 
competence structure and taxonomy whether using the 13th-century apprentice model or a more modern taxonomy 
of expertise.  The term “actor” - from the unified modeling language (UML) standard – is used to represent a team 
of people (a work group) or an individual performer (who performs a function in a team role, a job or in a 
specialty).  Today the newest form of an actor may be an AI-based machine service or “assistant” that will be 
required to have minimum competence in low-level competencies; allowing humans to focus on more higher-level 
functions.  This evaluation process and corresponding model structures will be discussed next.  

Corresponding Competency Structures to Performance Structures  
  
Frameworks are the natural clustering of competencies as they apply to organizational structures within an 
occupation or a learning event.  In CBEE, frameworks should be established from existing organizational servers 
and/or academic courses and classes, and then the individual roles, jobs or specialties within those organizational 
entities.  As noted in the right-side of Figure 1, frameworks can be within frameworks which is often the case the 
higher the team is in an organizational structure.  This translation is how to implement a competency structure into 
Human Resource / Talent Management software and makes competencies better understood by managers and 
personnel whom are associated with hiring, promotion, and payroll management.  Competency objects are any task 
one needs to learn, perform and evaluate or measure to attain or sustain a level of competence for a given team, 
role or job as determined by the framework.  
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CBEE Competency Evaluation Process   

Figure 2 below shows the activity flow of an Evaluation Object.  At the very left-side of the figure are the enabling 
elements needed to “start” any competency evaluation process: the performance experience(s) (be it live 
performance, exercise-based performance or lesson-based performance) with assessment events designed within 
them, and actors (team, individual, machine) that must respond to prompts from the assessment events, using one 
or more competencies.  

  
CLASSIFICATION LEVEL-1 

EVALUATION: 
HOW WELL ACTOR  

 

Figure 2. Competency Evaluation Level 1 Process  

As shown in Figure 2, any competency will be pre-planned and naturally prompted within an experience 
during one or more assessment events.  A competency can be associated with one or more specific 
conditions or use-cases that defines how-hard it is to perform a competency that not only gives context 
to the performance but gives its evaluation more weight in calculating competence.  Conditions also 
indicate the level of competence needed to perform (for KSAAs, “conditions” may be the tasks they 
support).  Which competency condition is used will be pre-defined in a designed experience and/or 
analyzed and identified in unscripted recorded live performance.    
  
From each condition, an evaluation will take a path to one or more measurement points that will be 
different for each condition.  This difference is necessary because different conditions may enhance or 
inhibit the same performance levels due to their setting (e.g., performing in a humid jungle at night vs. a 
brisk open field during the day) or prioritize what competencies are more critical over others at a given 
moment.  Competency measures are the how-well an actor performs, and can be a task or skill-step, 
phase, knowledge-item or decision that is performed physically or cognitively.  Measures can be one of 
two types: measures of performance (MOP) that are data sampled during an actor’s real-time 
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competency performance or measures of effectiveness (MOE) that are the result or outcome data 
sampled after an actor’s competency performance. These measures establish a domain model 
(Professional Credential Services Inc., 2021) that can be applied and re-configured across all conditions, 
enabling consistent competence evaluation.  
  
Next is the adjudication of what competence-level the actor’s performance equates to.  The number of 
competence-levels used in a competency evaluation object can vary but CBEE will use the four-level 
ontology stipulated earlier in Figure 1.  Which level of competence an actor is evaluated at will be 
determined by a two-phase process that consists of (1) an AI supported manual classification process at 
the point of performance and then (2) an objective math-model discussed more below, based on data 
filtered through set criterion that is tailored to the type of competency and its unique measurement needs 
(e.g., a weapon competency, with a marksmanship measure will use criterion based on precision and 
accuracy).  Once an actor’s condition-based, measured levels of expertise are classified, they can be 
weighted or scored accordingly, and reported to a performance registry like a learning resource store 
(LRS).    
  

 

Figure 3. Competency Evaluation Level 2-4 Process  

  
From that point in the evaluation process when a task has been evaluated following performance 
(manually with support of AI- based measurement and recommendation), a series of more complex 
classification-levels occur as shown in Figure 3.  These later stage classification-levels will occur within 
a CMS that is outside the adaptive instructional system (AIS).  As shown in Figure 3, each 
classification-level aggregates the previous classification-level outcomes until they ultimately determine 
a current state (percentage) and level (as defined in Figure 1) of competence.  This ultimately 
determines, as applicable, if some form of credential is awarded.  
  
Each competence-level adjudication process is done within a math-model shown in Figure 4.  This 
model uses accumulated experiential data from previous and recently encountered live or synthetic 
“experience events” (xEvents) that are associated with specific metadata (task, mission, role), paradata 
(method data was collected), and what we will herein call “condata” (a combined series of context and 
conditions the performance was done in as described later).  All this data is then multiplied by a 
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longitudinal factor that accounts for performance repetition and/or decay over time (representing a 
team’s cohesion or a person’s neurologic state).  This math-model can be in the form of a modified 
Rasch model (Rasch, 1960) or any other similar predictive performance math-model.  

 

Figure 4. Experiential Expertise (Competence) Evaluation Model  

As shown in Figure 4, each time an experience event occurs and specific task measure outcomes are 
reported in an actor’s record, those levels are objectively calculated by the math function located within 
the CMS.  It should be noted that each competency being evaluated is directly related to the three parts 
of the performance experience noted in Figure 4: the target task, a specific actor (team or person), and a 
context the task was performed in.  It is critical that the range of xEvent conditions become part of the 
standard for a specific level of competence since that, along with temporal specifications are 
determining factors.  As described later, the progress of one’s competence level can be represented in a 
competency dashboard through representations such as color or a bar-chart, and a competency state in 
the form of a probability of performing the competency at an expert level.    
  
In CBEE, one’s experiential-expertise (competence) in a given mission/role task is presumed to follow a 
natural sigmoid curve of development.  This pattern of growth is identical to other natural biological 
capability development including the brain’s natural neuronal development.  At a micro-level, when an 
actor is first motivated to develop a competency, they begin performing at a novice level because they 
lack the neuronal or muscular structure to perform at any better level.  As the actor begins to practice a 
task over time and across different conditions of difficulty, their cognitive and/or behavior expertise 
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increases as they become practiced.  As they continue to practice they are able to perform the task more 
rapidly (through automated response).  That along with their increased self-efficacy allows them to reach 
a minimum proficient level of predictable performance, for the specific role or mission.  As the actor 
continues to practice (and is measured), in more different conditions and with more difficulty, their level 
of expertise increases into the highest domain of competence – an expert, thus they are predicted to 
perform competently regardless of condition.  When in this domain of expertise, their performance 
improvement begins to level off - requiring significant deliberate practice in more challenging 
conditions to increase it any more.  A similar process occurs for developing expert teams in that each 
team-member needs to qualify in their respective roles, as well as develop teamwork, and then all 
members must learn to work together to best accomplish the actual team-tasks as well.  As the team 
performs more and more together they will begin to rapidly increase in each of these elements until they 
reach an expert level which is when each member can essentially anticipate each other’s actions and 
communication is minimized; all of this happens on a sigmoid curve as well.  
 
 

Methods  

The Experiential-Expertise Process   

Experiential-expertise is another rung on the evolution of the original thought that began with the 
broader philosophical term "experiential education" coined in the early 20th-century by Dr. John Dewey 
(Dewey, 1938).  Experiential education was a push against the overly didactic, pedagogical methods of 
education that were pervasive then, and are still pervasive today.  Next came research by Dr. David Kolb 
that was called “experiential learning” (Kolb, 1984) that took experiential education and focused it on 
the individual learning process itself within the educational system; however still focused within the 
academic context (illustrated in Figure 5 below).  Standing on these past principles and efforts, 
experiential-expertise is the next evolutionary inflection-point in the experiential narrative.    
  

   

Figure 5. The Original Experiential Learning Model  

The basic premise of experiential-expertise is that academic learning and professional occupational 
learning are both part of the same common social mechanism to develop the future workforce, 
government employees and even military membership.  To produce that common learning framework, 
the employment of modern ubiquitous internet-based competencies is the most efficient and effective 
way of doing that.  Experiential-expertise suggests that in all modern learning, the ultimate goal is the 
application of what is learned in experiential practical endeavors.  This application includes the 
collection of data and evaluation of how well what one learned is capable of being performed in the 
future - i.e., competence.  Unlike traditional evaluation methods that reference measures against a 
minimum standard or criterion, Experiential-expertise references all performance against the highest 
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standard baseline - measured as expertise, as defined by the continuously collected raw performance 
data across a domain.   
  
Experiential-expertise is developed in context to real prompts, demands and supported by “just-in-time” 
and “just-enough” inquiry (resulting in multiple interleaved KSAA learning episodes or “micro-
learning” (Alagumalai et al., 2005)), as well as performing in different conditions, over many iterations.  
The type of performance data collected and used to measure an actor’s performance expertise includes: 
system actions, video, kinematics, eye-tracking, voice, and positions.  As an actor begins to practice a 
competency over and over (and apply KSAAs) in varying conditions, their expertise and efficacy 
increases.  Observations of modern video game players learning new role-playing or first-person 
performance games show a similar process.  The same is true for kids learning to ride a bike for the first 
time, the latter also requiring previous expertise in more fundamental competencies such as balance, 
inertia, and mechanical energy transfer; all usually learned through experiential means.  Thus, CBEE 
asserts, with support from neuroscience, this is how humans best learn, especially in the more technical, 
technology based future workforce.    
  
CBEE extends the basic experiential learning model in Figure 5 within a competence structure by 
integrating it in the evaluation math model described above that adds the evidence required for objective 
expertise assertion.  This modified model executes as follows (see Figure 6):   
  

 
Figure 6. CBEE Application Use-Case  

(1) Concrete Experience. This phase begins when an actor cognitively and/or physically interacts 
with prompts or orders to perform a task (a competency) in a given condition, and within a live 
or synthetic learning environment.  These are termed experience events, and are the units of 
experience used to calculate specific targeted task competence.  These events also provide the 
actor more structure with which to categorize the performance better in memory.  
   

(2) Reflective Observation. The recorded concrete experience data can be played back to the 
instructor or trainer and the actor immediately after their performance using data analysis and 
playback tools.  This reflective process can and will likely occur again later as part of all future 
performance; it is in fact the learning product.  In this phase, the actor is given the opportunity to 
consider what parts of their experience performance worked and what needed improvement. 
These reflective points are highlighted by ALS automated measures as well as manual subject 
matter expert measures which then are used as data for expertise assertion.   
  

(3) Expertise Assertion.  This phase is added to Kolb’s original model and modifies it to the 
experiential-expertise moniker.  As described earlier, this phase is when the CMS math-model 
begins using the past performance measured outcome trends across multiple concrete experience 
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phase outputs, and is represented as an expertise state. These inferences are then visualized in an 
online competency indicator format, accessible from appropriately configured devices.  
 

(4) Expertise Feedback.  This phase is also added to the Kolb model to provide the summative 
feedback one needs to understand their gaps with data to support the levels of competence 
provided.  The actor or leader or manager can now view the competency levels and states of 
interest to help define what improvement strategy is needed.  They can also compare 
competence against others’ in similar positions.  This phase is also critical to mitigate what is 
called the Dunning-Kruger effect which is the false-assumption of expertise/proficiency without 
such feedback being present. 
  

(5) Abstract Conceptualization. With the feedback provided, actors, leaders or managers can now 
conduct abstract conceptualization of improvement.  This not only develops targeted goals but 
can be attained by receiving intelligent recommendations (from AI within the Adaptive 
Learning System) on strategies to improve a competence level in a future performance.   
  

(6) Active Experimentation. Based on the goal developed from the previous phase, an experience 
(novel or repetition in performance) is sought or produced in a cyclical pattern to improve. This 
results in experimenting with new conditions that will help the actor attain the desired level of 
competence.    

  
Here are the key enabling capabilities to be successful in employing experiential expertise (as facilitated 
through future learning technology):  
  
• Set competency definitions and standards are established with declared criteria.  
• Raw performance data is collected to support evaluation and feedback to the actor.  
• Actors have the necessary core competencies that enable associated tasks or skills to be performed 

as part of experiential learning.  
• Actors are willing to be actively involved in the learning experience (meaning they are interested in 

the task being performed – thus the need for andragogical learning).  
• The actor is able to reflect on what was learned through the experience (facilitated through data).  
• The actor is provided tools to analyze a past performance experience and to conceptualize future 

alternative performance.  

Recommendations and Future Research  

This chapter discussed the basic ontology of CBEE, the concept of the basic competency structure and 
how it corresponds to real occupation or academic structures and performance, how evaluation occurs, the 
experiential learning model, and demonstrated a use-case of CBEE based experiential learning. Several 
lines of research are still needed to support and improve the CBEE model.   

These lines of research include:  

• Establish a CBEE course template in GIFT that enforces the five phases of interaction. Produce 
better synergy between a CMS and available content in an ecosystem environment, supporting the 
abstract conceptualization phase.  

• How to describe the competency elements a GIFT lesson supports must be improved.   
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• Building better GIFT mechanisms for building a competency state from a single interaction.   
• Better technologies to manage, update, and sustain competency structures.  
• Improved methods of providing competence feedback and awareness following experiential 

learning or performance.   
• Improved synthetic and live data collection technologies and translation algorithms.   
• Improved AI models that support the automatic detection and classification of activity into 

competency-based real-time evaluation algorithms.   
• Improved research on classifying teamwork expertise and the factors that define expert from 

novice teams.   
• Technology to integrate this learning model and its data collection needs into everyday life, from 

personal devices, wearable technology, and even fixed technology (televisions, security cameras 
and sensors).  
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Introduction 

This chapter describes advances using the Training Assessment Framework (TAF), a conceptual 
architecture for the design, development, and establishment of validity for assessment of training and 
education in which innovative tools for design and validity were developed. This includes scenario-based 
performance assessment and feature analysis. The project was conducted with the support of the Naval 
Education and Training Command (NETC) over three years. This project was developed to build reusable 
guidance, prototypes, methods, and tools useful for Navy training assessment. Research was not a principal 
purpose of this project, although comparative solutions to assessment and methodology problems were 
explored and evaluated as needed to meet the project requirements. In addition to discussing the overall 
project, this chapter also includes additional detail for two specific methodological components of the 
project: (1) scenario-based performance assessment (PA), an innovative assessment format used throughout 
our research and (2) the application of a new approach to validity, feature analysis (FA) (Baker & Choi, 
2019; Chung & Redman, 2015). Their applicability to intelligent tutoring systems (ITSs) is relevant to 
systems whose goals include assessment of open-ended, complex learning. For example, the Generalized 
Intelligent Framework for Tutoring (GIFT; Goldberg, 2021) provides such opportunities.  

The term, ‘Training Assessment Framework’, evolved to describe the overall project as well as the 
particular architecture that was the basis of the prototype assessments for end-of-course examinations at the 
A-Schools at Naval Education and Training Command. The chapter considers our larger aspirations for the 
use of the TAF as a general assessment development tool as well as the goals, methods, and outcomes 
achieved over the three years of the project focused on technical training. 

Goals of the TAF Project 
A set of ambitious goals motivated the project, with proximal goals to create A-School assessment 
prototypes to exemplify the objectives. A-Schools in the Navy provide initial technical training for various 
Navy jobs (i.e., ratings) for new enlisted Sailors. In an attempt to strengthen previous design and 
development assessment models, the TAF project was launched with the idea to create a structure to support 
the quality of end-of-course assessments for each rating. Another goal was to consider the assessment 
system in use in A-Schools and to explore the value of a common framework to increase the coherence 
among the end-of-course assessments of different ratings. Our focus was to create assessments with high 
fidelity to the goals of particular courses tied to job training by developing a framework and applying it 
across ratings. If a common framework were workable, it could serve to give the A-School end-of-course 
assessment system greater coherence overall as well as to provide a basis for judging the comparability of 
assessments of different content.   

In addition, the framework was conceived to serve multiple purposes of different but related assessments. 
To support the findings of end-of-course assessment, we wished to have impact as well on testing conducted 
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within courses to support learning, such as interim or formative assessments, analytic models applied to 
computer-based instruction, or the provision of feedback to instructors and other test developers. For the 
most part, we were unable to meet this goal in the Naval Education and Training Command project as 
instructional systems were already in place and could not be modified to conform to the TAF provisions. 
An additional training use for the framework was to develop the assessments that could be used to generate 
measures of transfer and application, that is, to document the degree to which trainees could demonstrate 
their learning under varied conditions or requirements similar to the modifications they would naturally 
encounter when they were sent to duty stations with different contexts and expected roles. Happily, transfer 
and application are currently a part of a recently awarded project.  

The goal of clarifying the development of performance assessments and employing them in Navy training 
settings grew in its importance over the course of the project. For instance, we were asked to develop a 
prototype performance assessment for use in the Navy-Wide Advancement Examination. We agreed 
because we were interested in the robustness of the TAF across purposes. 

The TAF encompassed not only design parameters for the development of assessments, it also focused on 
a range of protocols intended to support quality inferences about tasks, items, and tests, as well as exploring 
validity for various training purposes (AERA, APA, & NCME, 2014). These validity protocols resulted in 
sub-goals addressing design and execution of the formative evaluation procedures involving both 
qualitative and quantitative data collection procedures and interpretations. Constraints include involving 
administration time, varying lengths of instructional time, and different sizes and schedules of training 
cohorts. These conditions required the addition of objectives focused on the methodology needed to draw 
conclusions about quality, such as the reliability and validity of items, as much prior work has focused on 
large-data sets. As Naval Education and Training Command used instructional courses with limited 
numbers of trainees, the project methodology team needed to devise validity approaches that reflected the 
sampling constraints and include them in the TAF itself. 

Description of the TAF as an Assessment Tool 

This description focuses at the outset on the overall TAF project and then provides detail on the design and 
use of performance assessments, promotion examinations, and feature analysis. The methodological 
description considers the design, development, and revision of the TAF over the life of the project. The 
TAF was designed with multiple assessment purposes in mind and with built-in attention to the quality and 
validity of the assessments emanating from the design. As a broad template, we used a software design 
document to structure the Training Assessment Framework (ISO/IEC/IEEE, 2011) that included a wide 
range of stakeholders, purposes, and requirements intended to clarify the framework.  

The overall plan was to create the TAF, and to use it to guide the generation of prototype tasks and items 
for two very different ratings—Fire Controlman (FC) and Damage Controlman (DC)—in an effort to 
determine the robustness of TAF for skill and content requirements. Beginning with earlier versions of 
model-based assessment (Linn et al., 1991; Baker & Niemi, 1996; Baker, 1997, 2007; Baker & Chung, 
2002) our approach embodied design features that went beyond the usual exclusive focus on content. 
Following approaches developed by Bloom (1956), Gagne (1974), Gagne and Briggs (1979), and Anderson 
and Krathwohl (2001), we first began to design with the consideration of cognitive demands. Cognitive 
demands, or required thinking or processing, involves types of learning and performance such as 
comprehension of facts and principles, procedural learning, problem-solving, search and analysis, and 
systems thinking. These cognitive demands are always to be embedded in the content (subject matter) and 
skill objectives for each rating of interest. A second precept of the TAF was determining and explicating 
the range of tasks or item formats that could be used to elicit appropriate responses to the cognitive demands 
and choosing the best options for the goals. Although multiple-choice was the dominant assessment format 
at Naval Education and Training Command, in the first year of the project we explored alternative ways to 
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assess understanding of facts and principles as well as procedural learning using available item templates 
from Questionmark Perception, a computer-based system that Naval Education and Training Command 
was using to create and administer examination items (Questionmark Computing, 2013). As our main 
interest was furthering the fidelity of the assessment both to the courses and to the jobs to which the Sailors 
would perform following A-School, we also were committed to Naval Education and Training Command 
to create and implement innovative approaches to assessment. We created specifications for performance 
assessments designed to measure procedural learning, such as following a set of rules or principles to 
complete a task, and problem-solving that allows a more open-ended response. The design of performance 
assessments also required attention to scoring rubrics, a topic to which we will return.  

We also involved subject-matter experts (SMEs) throughout the process, who included instructors or other 
individuals made available by Naval Education and Training Command or veterans with recent experience 
in the ratings of interest to assist us on TAF components. Subject-matter experts provided significant input 
to the development of domain content and skills. Creating the content model for each rating was a key 
requirement. We adopted an approach using an ontology for each rating to describe and depict key content 
knowledge and principles and their structural and functional relationships to one another. Input came from 
Navy curriculum and requirements documents as well as SMEs. These ontologies underwent revisions in 
content and representation over the project, fixing on a set of network depictions that included the 
importance of ideas (nodes) determined by the frequency and importance with which the nodes were 
connected to other nodes. The connections in the form of directional links, and each proposition, node-link-
node, showed what the relationship was, including links such as of part or type of, causes, precedes, for 
example, Chung et al., 2003; O’Neil and Chung, 2011; Nye et al., 2018; Baker, Choi, Kao et al., 2019. The 
ontology functioned not only to highlight the content and relationships of greatest importance, but also to 
bound the limits of the domain, in other words, specifying which content was fair game for assessment and 
which was “out of bounds.” SME input to and review of the parameters of the content model as well as its 
internal relationships were essential. The content model as represented by the ontology also served to clarify 
the validity focus of the project and emphasize attention to the explicated domain rather than a broad 
construct. This distinction had implications for the multiple validity studies conducted here as well as for 
validity methods in general. 

Formative Evaluation. Two types of formative evaluation were implemented: qualitative and quantitative. 
The first evaluation involved the close inspection of the actual items, task, and examination. Following the 
development of draft assessments using the TAF requirements of cognitive demands, task demands and 
responses, and content models, drafts were reviewed systematically by SMEs to determine the importance 
and clarity of the assessment task or item. In this review and revise stage, we used the qualitative ratings of 
item and tasks characteristics described in the feature analysis section. These reviews resulted in revisions 
prior to administration to trainees. In addition, the methodology of feature analysis, where items and tasks 
were rated to see the extent to which they actually exhibited desired TAF elements, i.e., cognitive demands, 
task requirements and a content model. In addition, tasks and items were reviewed to determine their 
reading difficulty. 

Quantitative formative assessment required data collection from trainees under actual conditions of use. 
There were multiple reasons to collect empirical data on the assessments. They included verifying the 
usability of the assessments by the trainees. Part of the usability involved the function of the technology 
platform for the assessment (iPads) and the comfort and ease with which the examinees engaged with the 
assessments provided on them. As we collected process data for each examinee, in addition to direct 
feedback, we were able to evaluate usability, including the time spent on various tasks. Because some of 
the item types were unfamiliar to the examinees and required new types of responses, we wished to assure 
that good information was collected. An overriding concern of our on-site data collection was our ability 
to fit into the existing classroom and school environments, minimizing burden to all participants. Because 
considerable attention was given to assuring the data collection team understood Navy protocols and 
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comported themselves as they were part of the Naval Education Training Command team, we received 
excellent cooperation throughout. In addition, usability concerns extended to how well we could negotiate 
the technology environment in place at the sites. Our requirements were to avoid official Navy technology 
systems, upload examinee data, and otherwise conduct the trials with efficiency and clarity. To do so we 
provided our own devices and servers to simplify administration and uploading. 

To conduct quantitatively-oriented formative evaluation, we developed designs intended to address specific 
purposes. For example, pretest-posttest designs were used, but each rating brought difficulties in 
implementation. Some ratings were relatively short in duration, e.g., weeks instead of months. The school 
week was Monday-Friday from 7:30am-4:00pm which would allow the comparison of the same trainees 
on a pretest and posttest basis, in order to determine whether the assessments were sensitive to instruction. 
If no changes were seen, the measures would be reviewed to assure that they were responsive to the 
delivered instruction. Another model used a posttest-only design that compared new trainees with those 
ready to graduate and was employed for the Fire Controlman rating that required several months of 
instruction. Because the length of each project contract (one year) would not allow us to follow up with the 
same group in the Fire Controlman rating, different cohorts before and after instruction provided data. 
Obviously, we had no control over the assignment of trainees to groups, and because randomization was 
not possible, there was a strong likelihood that the groups may have differed a priori from one another. A 
usual adjustment to be made in non-equivalent groups requires the collection of detailed background 
information to serve as covariates, but limitations on the collection of such information were in place. Thus, 
growth attributed to instruction could be approximated at best, and the question of instructional validity 
was not clearly resolved. 

Nevertheless, the conduct of empirical trials also gave us the opportunity to administer the assessment to 
instructors or Naval Education and Training Command SMEs to determine their performance. The original 
purpose was to contrast expert performance with that of novices, an approach we have used in the past to 
set criteria for scoring rubrics in open-ended assessments. However, in this project, in addition to 
determining the ability of the measures to distinguish between expert and novice groups, we used expert 
performance as a means to set a quantitative standard based on their expertise. This approach contrasts with 
other training environments, where the performance standard, or cut-score for passing, is arbitrarily set at 
80 or 90%. This type of criterion, if applied to the whole test operationally, considers each item as 
approximately equally difficult and drawn from the same construct. It is clear that the 80% criterion can be 
achieved by manipulating the difficulty of the examination or allowing multiple trials to reach the criterion, 
or both. In our case, we had multi-dimensional components of the assessment. We decided to use the 
average of expert performance on the assessment as the criterion level. Therefore, we reported trainee 
performance as a proportion of the experts’ scores. As with much real-world development, this solution 
also presented difficulties. For example, for some ratings, instructors only taught a subset of goals as part 
of an instructional team so they would not be fully proficient in all course components. 

Additional information was gathered in formal data collection using revised assessments, in particular, 
results of short measures of self-efficacy and anxiety, to determine whether trainees were uncomfortable 
with unfamiliar assessment formats (Baker, Choi, Iseli et al., 2019). 

Description of Scenario-based Performance Assessments 
Performance assessments as they were formulated in the TAF project were high fidelity tasks synthesizing 
important learning in the ratings under study. While performance can be stimulated by text or even brief 
instructions, for instance, to write an essay on a particular topic or process, our approach involved selecting 
tasks that required combining sets of skills, portraying them in a scenario or setting that directly mapped to 
significant course requirements, and including, in some efforts, requests for explanations of why the 
examinees made their decisions. The development of performance tasks followed the TAF sequence 
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described above and they were included in the testing administration. Performance assessments were 
generated based on cognitive demands, particularly those that involved multiple steps, such as problem-
solving, procedural learning, and search, all of which were applied to the content of the rating. Two notes 
are important. First, we were able to use in the scenarios partial art and software support created for 
development on a parallel project: The Navy Life Game (Koenig et al., 2020). This project presented 
examples of rating tasks in a game format in order to familiarize individuals with various Navy jobs. This 
project allowed us to import some of the scenario aspects that contributed to verisimilitude of the game 
tasks. For example, we used operationally functional work stations and resources for the Fire Controlman 
rating or settings involving casualties (fire and flood) and their remedies used by the Damage Controlman 
rating. Another distinction of performance assessment development is the need to create and implement 
scoring rubrics for constructed, or open-ended, responses, using automated approaches. 

How did our work differ from traditional performance assessment? For most performance assessment 
development, great attention is given to the creation of the one and only perfect situation to elicit responses, 
and far less thought devoted to how performance should be judged and evaluated. Unique performance 
assessments each would have its own special scoring approach. As a result, to support coherent instruction 
and assessment we have identified principles that would be used in scoring, but differentially exemplified 
as appropriate to particular content. To clarify and operationalize scoring, and to get agreement from SMEs 
and measurement experts, we decided to include multiple explicit steps in the performance task to provide 
support for the examinee as well as to give us a strategy to develop and validate scoring rules. Given that 
the performance assessments were derived from the TAF design and would be subject to revision based on 
qualitative and quantitative data, we focused both on the TAF requirements and the quality of 
representations presented to the examinees. Although rubric development is usually one of the more 
challenging components of performance assessment development, in the Naval Education and Training 
Command cases it was relatively easy. For one thing, there is clearly a Navy “way” or “ways” of doing 
complex tasks, and respondents are not encouraged to free-lance unless the situation is previously un-
encountered.   

Another opportunity developed in the performance assessment area. We were asked to consider the use of 
the TAF performance assessment model and to create performance assessment prototypes for the Personnel 
Specialist promotion to E-5 and E-6 (Baker, Koenig, & O’Neil, 2019; Choi et al., 2019). For promotion, 
performance on the Navy-Wide Advancement Examination is an important element but not the single 
criterion for promotion. The current exam uses 175 multiple-choice items. To keep within the examination 
time limits for administration, the number of multiple-choice test items would need to be reduced 
substantially to make time for the longer performance assessment task. Thus, a corollary objective was to 
determine what number and selection approach of Navy-Wide Advancement Examination multiple-choice 
items would achieve an equivalent level of prediction as the longer version of the exam. The goal of 
clarifying the development of performance assessments and employing them in Navy training settings grew 
in its importance over the course of the project. Thus, an additional task was to determine the reduced 
number and source of multiple-choice items that could predict Navy-Wide Advancement Examination 
performance as well as the 175-item set. 

A more general development challenge, largely unsolved in scientific literature and practice, is the 
generation of performance assessments that are coherent and from which one could infer a common set of 
skills. Creating performance assessments as unique objects limits their exchangeability and potential use 
for multiple purposes. Instead of administering the same performance assessment twice on a pretest and 
posttest, one would want to be able to document that the designs used in each were comparable. One of the 
more interesting challenges involves how one generates scenarios for use in performance assessments. In 
the Navy examples, these were happily limited to particular objectives. For instance, tasks for the Damage 
Controlman rating might require navigation to find the location of the problem, the number of team 
members involved, and the numbers of concurrent casualties, such as different types of fires, floods, or 
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causalities that involved injuries. The rules for action in the assessment are specified in instruction based 
on prior risk assessment. In developing the performance assessment for the Personnel Specialist rating, we 
needed to decide what actions were required for the trainee to understand the personnel request, find the 
correct form, fill it out carefully and error free, and send an email to execute actions. 

In the past, we have used simple combinations to generate the characteristics of performance assessments 
that would cover the high probability situations. For instance, a set of parameters might include four core 
scenarios, three cognitive demands, two task options, and four response options that would generate a large 
number of potential combinations as a design pool for the number of performance assessments. They can 
rapidly be edited and subsets selected for testing. 

The reactions to the performance assessments were positive across the range of leadership, management, 
instruction, and trainees. Operationally, the performance assessments presented a few technical problems. 
The first was to determine their weighting within the test which also contained a number of comprehensive 
multiple-choice items related to knowledge of and about the course content. Given that the administration 
time was fixed, we decided to score the performance assessments partly on their challenge, weighted by the 
proportion of time they took. In our first-year trials, the performance assessments were considerably longer 
and we determined that we could better use the time by presenting additional shorter performance 
assessments to the examinees. 

Description of Feature Analysis 
One of the relatively recent methods to assess the quality of assessments used in the Naval Education 
Training Command TAF project is feature analysis (Chung & Redman, 2015; Kao et al., 2018; Baker & 
Choi, 2019). Feature analysis (FA) combines qualitative and quantitative data to characterize items or task 
components and their empirical impact on test performance in order to support development and to 
contribute to validity inferences about assessments. Our notion was that FA could address “functional” 
validity, that is, how attributes of items and tasks affected performance. To begin, qualitative ratings by 
items and tasks are conducted by teams of trained raters who understand assessment parameters and the 
relevant content domain(s). The ratings are tagged in the data (assuming a sufficiently large sample) and 
examined in terms of their relationship to examinee performance. The results show the association of 
features to different types and levels of examinee accomplishments. Findings may have implications for 
assessment design and revision of the instructional intervention, administration, and scoring. FA can be 
conceived as serving both prospective and forensic views of validity, with prospective uses focused on 
design and development of assessments and forensic uses examining analyses following the administration 
of the measure under planned conditions.  

FA was used in the development of the Naval Education Training Command A-School end-of-course. FA 
was used principally to verify that TAF elements could be observed in the developed tasks and items for 
Naval Education and Training Command ratings. Where shortfalls were found using FA, tasks and items 
were revised. In particular, FA was useful in performance assessments in which the scoring rules affect 
cognitive demands, for instance, comparing problem solving with procedural tasks. In each of the cycles of 
design, revision, and further development for each rating, feature analysis was employed with agreement 
of raters being documented. Our experience with the TAF suggests that FA should be considered as a 
methodological tool key to the development of assessments.    

The results of the TAF at Naval Education and Training Command were documented in a range of reports 
(Baker, Choi, Kao et al., 2019; Baker et al., 2021). They document that the TAF functions as intended and 
can assist in the generation of assessments useful in training. We realized that our contribution to assessment 
included not only the design parameters for cognitive demands, content models, and formative evaluation, 
but that our approach to creating a coherent design strategy across ratings also resulted in a “proof of 
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concept” in the ratings that we used. The ratings varied in terms of requirements and content, ranging from 
technological, emergency-oriented, and logistics content. Furthermore, our design and implementation of 
performance assessments showed their utility, and resulted in positive responses by Navy personnel from 
senior Navy leadership to trainees. The idea that tests can show greater fidelity to real tasks was 
demonstrated, along with reliability and validity evidence. An additional set of results focused on methods 
or infrastructure for application in assessment. First, the refinement of content modeling can be used for 
both instructional design and assessment purposes. 

Discussion and Design Suggestions for GIFT 

In this section, we raise some continuing issues relevant to assessment and not fully resolved by our 
experience but that would serve as possible design enhancements to the Generalized Intelligent Framework 
for Tutoring (Goldberg, 2021). Our attempt to create performance assessments that are coherent and from 
which one could infer a common set of skills was documented by prototypes tried on limited sample sizes 
related to the size of Sailor training cohorts. Stronger evidence should be obtained by collecting data over 
multiple cohorts and expanding the number of ratings to which the TAF applies. Second, our goal of 
developing exchangeable performance assessments within a domain has not been achieved in this project, 
in part because performance assessments require greater time to administer and trainee time is greatly 
limited. Nonetheless if performance assessments are conceived as unique objects, without exchangeability 
and potential use for multiple purposes, they will be of limited use. We would want to document that 
common forms could be developed so we could monitor performance gains over multiple occasions. That 
is only possible with a design for a set of performance assessments measuring the same cognitive and 
content requirements with evidence of their comparability.   

In the past, we have used simple combinations to generate the characteristics of a set performance 
assessments that would cover the high probability situations. For instance, a set of parameters for a set of 
performance assessments might include choices among four core scenarios, three cognitive demands, two 
task options, and four response options. These combinations would generate a large number of potential 
assessments as a pool for creating the desired number of performance assessments. In addition, if one were 
to add a specific number of processes to monitor, the size of the pool would increase substantially. In order 
for this activity to be feasible, software supporting the performance environment would need to be designed 
so its modules could be reused or modestly adapted. Otherwise the programming costs would be too high.  

We also believe that FA methodology is useful in a number of ways pertinent to the design of GIFT for 
training. First, FA can be used alone as a qualitative method in order to confirm that the intended 
characteristics of items and tasks, as specified in standards, frameworks, and the assessment design, actually 
can be observed by raters in the items and tasks. A lack of confirmation between intentions and actual 
observations of tasks and items should result in the revisions of the examination components and, perhaps, 
of rater training as well. Second, by adding the data component following empirical trials with sufficient 
numbers, the FA can show interactions among item and task features and characteristics of the examinee 
population. These findings have implications for fairness inferences about the examination and the 
interventions. Third, the linking of features with performance data can also reflect specific relationships of 
exam elements to the degree and type of effects of particular interventions, using pre-post or other multi-
occasion designs. A more direct focus on GIFT intervention attributes is a fourth use of FA, where 
relationships between rated characteristics of the intervention are compared to findings in the data, both 
overall and on particular features. Such findings suggest how the intervention might be strengthened to 
achieve desired goals. The FA process can be applied to a single measure or to measures intended to serve 
as a source of criterion-oriented validity inferences. Data can be explained by the similarities and 
differences found during the rating process. This approach may as well serve as a more general approach 
to analyze both the instructional impact of the intervention and the instructional sensitivity of the 
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assessment. If FA can be shown to disambiguate the concepts of instructional sensitivity of the measure 
and the characteristics of the interventions, these views of validity address the contribution of assessment 
elements to validity inferences about performance, particularly when the assessment is thought to be useful 
for program evaluation and to monitor changes in learning. Fifth, FA, when conducted in combination with 
think-aloud or interview protocols, can uncover task and item attributes not specifically intended by the 
design. For instance, in one set of studies, we found that particular items required an unplanned high 
cognitive load for examinees were previously unnoticed. 

Rather than a global judgment, FA emphasizes a more analytical approach that relies on data from mixed 
methods to provide evidence of validity. Our notion was that FA could address functional validity, that is, 
how attributes of tasks affected performance. The resulting analyses can identify tasks or items that are 
regarded as difficult or easy, make comparisons following an intervention in order to determine which 
features contribute to change over occasions, and to recommend to assessment developers features that 
might be included or excluded based on the data. FA inferences also relate to the quality of instruction; for 
instance, where instruction is irrelevant or ineffective, one might see no score improvements. One approach 
that has been taken (Chung & Redman, 2015) involves also coding the intervention with elements that 
overlap features rated on the assessments. When those data are examined together, it is possible to infer 
characteristics that lead to desired performance changes. In such a case, these findings are referred back to 
the instructional or intervention developer for revision.   

Recommendations and Future Research 

The outcomes and limitations of the TAF work may have implications for ITSs, particularly those that focus 
on complex learning. Rules for the design of clear performance assessments have application to complex 
practice environments, simulations, and other ITSs approaches. One important consideration is the degree 
to which outcome measures used in ITS implementations have validity evidence beyond content or 
alignment with a set of standards. Second, it is clear that well-designed practice environments, such as those 
often found in ITSs, can be adapted to serve as stand-alone assessments. Third, reviewing the rules for 
advancement or adaptation of learning environments may profit from the additional nuance associated with 
particular TAF elements. Assessment has, since the second half of the 20th century, attempted to employ 
team or unit environments to determine competency or readiness. The use of simulated characters with 
interactive capabilities could permit the assessment of multiple roles and conditions. In our own planned 
work, we are finding ways to compress the time of performance assessments, and apply them to a number 
of transfer and application situations at various distances from the original training environment. Our plan 
is to develop and refine a theory of situations that can help codify what is meant by transfer operationally, 
including the modification of content, setting, role, and goal. If such an analysis can be embodied in a 
general ontology, it could be applied to a range of content essential for efficient learning. In this age of 
rapid and unexpected change, assessment must address a wide range of potential situations for which skills 
and approaches may need to be adapted. 
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Introduction  

This chapter describes scenario-based assessment (SBA) and thoughts about how they can be integrated 
into the Generalized Intelligent Framework for Tutoring (GIFT) intelligent tutoring system (ITS) designs 
to measure formative and summative outcomes in the context of “Competency Based Scenario Design 
and Intelligent Tutoring Systems.”  Volume 5 of this series “Design Recommendations for Intelligent 
Tutoring Systems (Volume 5): Assessment Methods”, (Sottilare et al., 2017) addressed much of the 
technical, measurement, and psychometric machinery required to design, implement, and evaluate the 
psychometric properties of a scenario-based assessment strategy. We do not repeat that content here. 
Instead, we focus on the concepts and principles of “scenario-based” design. 
   
In searching the aforementioned volume, the term “scenario” appeared some 90 times across eight 
chapters, but only two or three chapters discuss the specific sense of SBA we describe here (Katz et al., 
2017; Mislevy & Yan, 2017; Zapata-Rivera et al., 2017). The sense of SBA used here was derived from 
an Educational Testing Service Research and Design (R&D) program called “Cognitively Based 
Assessment of, for, and as Learning” (CBAL) (Bennett, 2011). CBAL was a research initiative that 
focused on assessment in K-12 settings in English Language Arts (ELA), mathematics, and science 
(Bennett, 2010, 2011; Bennett & Gitomer, 2009; Sabatini et al., 2011). The CBAL ELA competency and 
key practice models (and associated learning progressions) were based on syntheses of the literature of 
reading, writing, thinking, and their connections (e.g., Deane et al., 2011; O’Reilly et al., 2015). A key 
goal of CBAL was to integrate the research from learning sciences to make assessments meaningful for 
instruction. Multiple prototype ELA summative and formative assessments were developed and 
evaluated; thus, building interpretive and validity arguments for their value and utility (e.g., Bennett, 
2011). 
   
The subsequent Global, Integrated Scenario-Based Assessment (GISA) was developed with a primary 
focus on benchmark or summative applications, across kindergarten through 12th grade as part of the 
Reading for Understanding initiative (Pearson et al., 2020; Sabatini et al., 2018). The GISA framework 
and design relied on web-based delivery and principles from the learning science and text and discourse, 
discussed in three framework documents (O’Reilly & Sabatini, 2013; Sabatini & O’Reilly, 2013; 
Sabatini, O’Reilly, & Deane, 2013). A major goal of the project was to design SBAs to be feasible and 
practical, while maintaining adequate psychometric properties (Sabatini et al., 2020). While Reading for 
Understanding focused entirely on reading literacy, we generalize the SBA principles for assessment in 
other domains. 
 
SBAs typically include a range of principles and techniques that distinguish them from other types of 
assessments: (1) they provide an authentic purpose for reading, (2) they place reading in context for 
completing a set of interrelated activities that may move from more guided to independent performance, 
(3) items tend to require the integration and evaluation of a wide range of diverse sources and, (4) in 
many cases, items provide scaffolds (e.g., a graphic organizer for an analysis of text structures) and 
guidelines (e.g., tips for summary writing) to help better understand and model the target performance in 
the assessment (O’Reilly & Sabatini, 2013). SBAs also include items that model the social aspects of 
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literacy and learning, such as engaging with peers or a teacher to clarify understanding in reading, 
reviewing and evaluating peer writing.  Using these principles, SBAs may broaden the range of 
interactions, perspectives, and information a test taker is exposed to on a topic. Ultimately, the key aims 
of SBAs are to measure 21st century competencies, while simultaneously supporting skill development 
and, in the cases that our team developed, instructional usefulness.  

Design and Development Principles for Generalized SBA design 

O’Reilly and Sabatini (2013) described key features of SBA and performance moderators. Key elements 
include the following. 
 
• Establish a purpose or goal (or mission) for the participant to achieve over the course of the 

assessment. This purpose or assessment narrative in turn is used to guide the participant in planning 
and deciding what is relevant to focus their attention and performance upon, setting situational 
standards of coherence (van den Broek et al., 2011).  

 
• Provide a coherent collection of materials useful or required to achieve the goals of the assessment 

narrative. In a typical comprehension assessment, to serve the goal of sampling a range of text types 
and genres, the passages a student encounters are randomly chosen, administered in a random 
sequence, and have no interconnections to each other. However, in most life scenarios, the materials 
one encounters or chooses are relevant to the purpose and goals. The individual builds, shares, fact 
checks, evaluates, and troubleshoots as they move through a sequence of events towards achieving 
their goal. Consequently, the design of the assessment builds on the logic of such a sequence. This is 
not to say that random or irrelevant materials will not be encountered, but part of competency is to 
discard or minimize one’s distraction when encountering irrelevant content. As we focused on 
reading literacy derived from school-based contexts, scenarios we constructed involved students 
forming study groups, planning presentations in public forums, or producing websites to inform 
others about a critical issue (e.g., Sabatini et al., 2020). 

 
• In formative (and sometimes summative) use cases, triangulate strengths and weaknesses in 

performance. That is, in an ITS, one is rarely only interested in evidence of proficiency, but also 
rather in diagnosing competencies where the learner might need to learn or practice further. We used 
multiple methods, but typically we would start with a full performance task, then break it down into 
subcomponents in subsequent assessment tasks (e.g., Sabatini et al., 2014). If the individual 
performed adequately on the full performance task, we would expect this level of performance would 
be validated by their also performing well on the subcomponents.  On the other hand, if there were 
breakdowns in the full performance, the subsequent tasks helped us to gather evidence regarding 
which subcomponent competencies may be weak and negatively impacting the integrated 
performance. One could in this manner identify individuals that were adequate in all the 
subcomponents, just not yet capable of integrating them, and vice versa. 

 
• Promote collaboration including distributed and collective understanding. This principle partially 

stemmed from our recognition of point of view and perspective taking as a critical dimension of 
higher order reasoning and performance in our reading literacy proficiency construct definition.  As 
noted, our context was literacy and with billions of websites of information and misinformation, often 
contested and contradictory, the skills required to first understand sources, their credibility, and 
intentions of authors/publishers is often key to understanding (Braasch et al., 2018; Magliano et al., 
2018; Rouet et al., 2017; Sabatini et al., 2018).  
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• Include and explore learner relevant prior or background knowledge as it relates to performance 
(O’Reilly et al., 2019a, b). We evaluated student knowledge using multiple techniques. One 
especially quick and productive method was to use Natural Language Processing (NLP) techniques to 
identify topically related vocabulary, then have learners perform a simple sorting task as to whether 
the terms were related or not to a specific topic. The terms often extended beyond those used in the 
assessment itself and ranged from simple, foundational terms to rarer, technical terminology. We 
consistently found low to moderate correlations with outcome score performance, and could use this 
information to better interpret student outcome scores.  The technique also proved to be highly 
reliable without taking much extra time and effort from the examinee (O’Reilly et al., 2019b). By 
giving learners the option “I don’t know”, we also were able to probe their metaknowledge, and 
found a consistent relationship between performance scores and efficient use of the “I don’t know” 
option, suggesting that student’s awareness of their own knowledge (or gaps) was conducive to better 
learning of subsequent content (O’Reilly et al., 2019a).  We have recently extended this research into 
non-academic domains (Wang et al., 2021).  
 

• As feasible, promote interest, motivation, and engagement. Given that the alternative reading 
comprehension testing procedure at the time we were conducting our research was traditional, 
multiple choice standardized tests, the bar was set very low for applying this principle at the outset of 
our research program. Nonetheless, we developed multiple techniques that served more nuanced 
strategies that aligned with our framework and constructs. We attempted to balance several 
competing sources of construct irrelevant variance.  Because traditional passage comprehension 
formats tend to produce test anxiety in some groups, we transformed the look and feel of item 
delivery, though often retaining a multiple-choice item type. More centrally, we engaged students 
with the use of the simulated agents (teachers, peers) that were co-participants in the assessment 
narrative (Graesser, 2016; Graesser et al., 2014; Graesser, Forsyth et al., 2017; So et al., 2015). The 
simulated agents we used in the SBAs were static, that is, pictures of students or teachers, who spoke 
via text chat-style bubbles. They were not adaptive – every student saw the same agent 
communications regardless of how they responded to questions. The static agents served multiple, 
other specific purposes, such as directing attention towards relevant content, modeling expected 
responses, scaffolding steps not yet introduced or known to be beyond the participant’s level, as well 
as producing common errors that the participant might be asked to help correct. To the extent we 
were successful in allowing students to suspend their sense of disbelief, the approach helped them 
maintain the performative aspects such that students gave us their best efforts for themselves and their 
peers. At the same time, this gave many of the scenarios the feel of a learning vs. assessment context, 
hopefully diffusing some of the anxiety typical of standardized test settings (Sena et al., 2007).  

 
A side principle to consider regards awareness and planning for constraints of the test performance 
settings. Our design team reasoned through aspects of feasibility of implementation and scoring, 
scalability, and maintenance of psychometric rigor, first in the research context and ultimately for 
application in schools. For example, we chose to make the entire system web-administered, which 
conferred multiple benefits to our project and ultimate scalability goals like remote recruitment, ease of 
administration, data collection, scoring, the implementation of complex, randomized designs within and 
across schools, and a natural environment for using digital sources. The parallel here regards GIFT 
architecture and the specifics of the SBA targets one might design. For example, scalability may or may 
not be an issue if the target skill set is designed for a small subpopulation. Another constraint was to limit 
the test length to around 45-50 minutes, a typical classroom period in the United States. This limited 
duration made it easier for us to recruit schools and collect student data.  
 
We also limited the use of written constructed response (CR) items to questions we believed could be 
scored using automated processes. We primarily focused on paraphrase, summary, and some short-answer 
explanations. These item types are important cognitive reading strategies (McNamara & Magliano, 2009), 
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hence, worth teaching to by instructors, as well as rich sources of comprehension evidence. This approach 
served several aims simultaneously: 1) less student time on individual CR items (which are often also 
effort intensive) and 2) amenable to automated scoring. Of course, advances in NLP (e.g., Rus et al., 
2017), data mining, and machine learning are improving at a rapid rate.  The issue remains whether the 
response type itself (in this case writing) is authentic to the task setting. These examples are meant to 
highlight the more general principle of thinking about system or practical constraints during the design 
process, to be better able to determine their impact on validity of inferences later. 
 
I and my colleagues (Mislevy & Sabatini, 2012; O’Reilly et al., 2014; Sabatini et al., 2020) consistently 
used design methodologies such as evidence-centered design (ECD) to enact the “argument” underlying 
our assessments (Mislevy, 2007, 2018; Mislevy & Yan, 2017).  In straightforward terms, ECD consists of 
three major components.  First, it forefronts defining what learner/trainee variables (knowledge, skills, 
strategies, dispositions) are essential, as well as how they interact with each other, i.e., a student model.  
Second, it requires identifying tasks that would require that the learner use/display those skills.  Ideally, 
these tasks will be close in proximity and authenticity to the actual use cases where they would be 
applied.  Finally, there must be specific identification of the evidence that can be used to evaluate the 
level or proficiency of the learner skills. Evidence comes in many, many forms. It can be as simple as 
correct/incorrect answers to multiple choice questions to complex, multidimensional judgements based on 
performance during the scenario.  I agree with Zapata-Rivera et al. (2017) that formalizing what counts as 
evidence to support claims of student model proficiency is essential.  It is what transforms an ITS 
experience into an assessment.  That is, in a well-designed ITS, the evidence to support claims of learning 
or proficiency are likely already collected in the responses to tasks. Consequently, it is not too difficult to 
imagine merging the learning and assessment functions in the design of the ITS.  Many 
measurement/statistical models are available for creating scores from embedded items that possess 
properties that support valid inference for measuring growth, stability of learning gains, or achievement 
(Sabatini et al., 2019).   

Critical issues for the future of SBA design in ITSs  

Embedded scenario-based assessments.  The key distinction between a learning versus assessment 
environment is the inferences one wishes to make from the data. In an ITS, the designers typically think 
of process or performance data as part of a feedback loop for optimizing adaptively the 
instructional/learning experience. It is truly not much of a leap (if there is any distance at all) to the 
concepts of formative assessment or progress monitoring.  Formative assessment is also sometimes called 
learning-based assessment and entails gathering evidence that would support a teaching action that 
enhances learning (Black & Wiliam, 1998; Heritage, 2008). Some express formative assessment as 
moment to moment, in that the immediacy of a student benefiting from a prior learning episode is often 
what is assessed.  Progress monitoring is typically conducted after a longer period of time learning and 
targets a larger ‘chunk size’ of learning. Many progress monitoring tools use as a metric their 
predictiveness of whether the individual is on a trajectory of achieving expected outcomes; thus, they are 
calibrated with correlations or probabilities of passing outcome tests (O’Reilly et al., 2012; Santi & 
Vaughn, 2007). For this reason, tasks that resemble outcome achievement tasks are typically used. 
 
The logic of these approaches can be applied to SBAs (Mislevy & Sabatini, 2012; O’Reilly et al., 2012), 
that are embedded within ITSs (Shute & Kim, 2014). Two primary design considerations are paramount. 
First, designing progressively more authentic SBA task sets across the course of learning. That is, while 
the learning content itself may be designed to optimize knowledge and skill development, the scenario 
tasks should be focused on the application of those skills in a scenario that more closely matches 
authentic use of the skills in context.  Second, the desire that the learners apply their skill in real-time 
performance needs to be communicated and signaled to the learners. Otherwise, they may behave as if 
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they are in learning or practice mode and not give their best performance. This may be especially 
important when game-based environments have been used extensively for learning/training, and thus the 
internal mindset of the participant may still be in that modality. Of course, this should always be an 
element considered when examining validation evidence of a performance in a simulation or assessment 
versus real life application.     
 
Collaborative/team-based assessments. Increasingly, we are concerned with assessing the performance of 
a group or team (Graesser, Dowell et al., 2017; Olivieri et al., 2019). Historically, assessment techniques 
have evolved to measure individual proficiency/competency, not group level performance. Strong work is 
emerging in building constructs and frameworks to examine collaborative processes, such as collaborative 
problem solving (Graesser et al., 2018) or collaborative, critical discussions (Johnson, 2015). However, 
the breadth of this research is still limited in examples and domains.   
 
One way to move forward with addressing the assessment problem is to consider three overlapping, but 
distinct measurement aims, frameworks, constructs: 

1. How proficient was the team/group in their scenario performance? 
2. How well did each individual perform in the team/group based scenario? 
3. How proficient is the individual in supporting the team/group in their performance? 

 
In the first question, the unit of analysis is the group or team performance, not necessarily how well any 
individual participated or contributed to the team performance. The second focuses on the individual’s 
contribution to that performance, though not necessarily on whether the team did well overall. And the 
third focuses most closely on the notion of collaboration or teamwork, in that the individual’s own 
contribution may be seen via how well they helped others and the team to perform better.  
  
Each approach has its design and measurement challenges, and it is unclear which might be most valuable 
in the context of GIFT, ITSs, or particular training/learning goals. For example, if the goal is simply to 
form the most effective, efficient teams, then the first approach might be the most useful in forming 
strong teams, under the assumption one can then keep those teams together as a unit in actual settings. On 
the other hand, if the goal is to train a set of individuals who are strong in enhancing the performance of 
any team they join, then the framework surrounding the third question may be optimal.   
 
It would be interesting to try to measure all three and examine the intercorrelations or predictive value of 
one approach over another. It may turn out that one of these approaches is a better assessment predictor 
across the three, or pairwise. Another analysis angle would be to consider frameworks that optimize 
selection and development around roles/responsibilities within collaborative teams, such as leadership, 
building/maintaining moral, fostering effective communication, technical skills, and so forth. 

Applying lessons learned from SBA to GIFT 

The application of SBA to GIFT largely depends on the instructional design and learning objectives of the 
GIFT training or course.  For example, if the instructional design is reinforcement learning at a discrete 
subskill level, then there is likely a large gap between the acquisition of the knowledge and skills, and the 
complex application of those skills in real world settings.  In such, well designed SBAs help reveal 
whether the transfer of skills to applied settings is naturally occurring, or whether the instruction needs to 
be enhanced (at least for some trainees) to ensure transfer.  For instructional designs that progressively 
build and integrate subcomponents of skills into scenario-based instruction, SBAs may be redundant with 
the scenarios that occur late in the course itself.  Or the SBAs can be designed as near or far transfer or 
challenge applications to evaluate proficiency or identify relative strengths and weaknesses.  When used 



 
 

46 
 

before a course, SBAs can help the trainee by previewing and modeling the expected skill learning they 
should possess by course end.     
 
In the course of an intelligent tutoring course, the focus of the trainee is on learning, with activities 
including instructional content delivery, problem solving tasks, and adaptive feedback targeting the 
building of knowledge or skills.  This is not necessarily the same as using the skills to achieve a goal.  In 
an SBA, the focus should first be on the performance or application of those skills in achieving a realistic 
goal.  Secondarily, it may be on identifying strengths and weaknesses in performing the subgoals (or 
more generally, subcomponent competencies).   
 
To capture the likelihood of the candidate performing adequately in a complex scenario or environment, 
the essential elements of that environment should be represented in the SBA, with some aspect of real-
time problem solving incorporated as feasible.  In the case of reading, we described this as a coherent 
collection of materials and aligned tasks.  Also, if the expected performance of the skill would be time-
based in the world, it would be best if it is also time-based in the assessment.  This practice contrasts the 
traditional assessment concept of sampling randomly, but independently across a domain; or relaxing real 
time solutions in favor of providing immediate feedback to help in learning content.  In the SBA, the 
concept of purpose-driven performance should drive the selection of materials in a scenario and the 
sequence and timing of the events.  Again, scenario-based learning may already simulate these conditions 
in the ITS.  When that is not optimal, using SBAs as the performance ‘practice’ and evaluation tool may 
be a recommended use of SBA with GIFT. 
 
Because an assessment collapses events in time and space, some reduction in the complexity of the 
environment is likely necessary. However, this can also result in gaps in the coherence of the experience 
in comparison to authentic settings.  It may also create ambiguity or confusion for participants in what is 
expected or how to respond. In our SBAs, we used collaborative agents to scaffold, model, and provide 
guiding information, as needed. In most cases, it is realistic to expect social context and support to be 
available – and for some it reduces the anxiety accompanying traditional test formats.  These agents may 
differ from those in the ITS in that they must be designed to not interfere with the measurement goals – 
collecting evidence of participant proficiencies on specific tasks.   
 
Finally, we find it useful to explore a learner’s relevant background knowledge to assessment 
performance, both construct relevant and irrelevant.  If an assessment is being used as an outcome 
measure after training or completing an ITS course, then the relevant learner records collected during the 
ITS may serve this function. Strong prior knowledge or skills in any area reduce cognitive load during the 
assessment and should enhance the quality and sophistication of responses to complex tasks. Low 
relevant knowledge may increase cognitive load or require compensatory processes to complete tasks. In 
any case, interpretation of SBA scores can be enhanced by knowing what types and level of prior 
knowledge was available to the learner.   

Summary 

In this chapter, I reviewed SBA and how it might be designed in the context of ITSs.  I presented design 
principles derived from the design of global, integrated, SBAs developed and implemented as part of the 
Reading for Understanding initiative.  I presented evidence-centered design as a core technique for 
guiding the process, as well as the importance of considering the constraints, both in the 
research/development phase, and in final operational use.  Finally, I briefly discussed a couple critical 
future issues in ITS scenario-based design: embedded or stealth assessment and collaborative/team-based 
assessment.  
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Introduction 

The purpose of this chapter is to explore the steps it would take and the advantages it would afford to 
implement soft skills training in the Generalized Intelligent Framework for Tutoring (GIFT) system. Soft 
skills are not always thought of as competencies in the same way that hard skills are, and we address that 
by discussing soft skills and soft skills training generally, contrasting soft skills with hard skills. We outline 
the details of a soft skills training system developed at Educational Testing Service (ETS). The ETS system 
is not a commercial product but is a research effort and is currently being used in various settings including 
as a component of a community college course designed to develop students’ career skills. Then we briefly 
discuss learning management systems (LMSs), one of which (Blackboard Learning) currently hosts ETS’s 
soft skills training. We discuss GIFT and its capabilities and features and discuss how GIFT might enable 
certain capabilities in tutoring soft skills that are not currently available, at least commercially. We also 
speculate on ways to imagine how soft skills training might evolve to be more comparable to hard skills 
training with respect to GIFT concepts like the pedagogical and domain modules.  This chapter is not 
intended to serve as a step-by-step how-to guide for implementing soft skills training, but instead is 
designed to elicit discussion about improving soft skills training from concepts and lessons learned in hard 
skills training. 

Soft Skills 

The term soft skills refers to social, emotional, and self-management skills associated with success in school 
and work. Soft skills are alternatively referred to as work styles, behavioral skills, interpersonal and 
intrapersonal skills, 21st century skills, noncognitive skills, character skills, social and emotional skills, 
intangibles, or hard-to-measure skills. Soft skills may be contrasted with hard skills, such as verbal and 
quantitative ability or achievement, prose and quantitative literacy, and technical skills, such as information 
technology, mathematical skills, language skills, or the ability to use various tools. This is an important 
distinction because traditionally, hard skills are explicitly taught in schools or in training programs and 
evaluated using standardized tests of one’s knowledge or mastery of those skills, whereas that has not 
conventionally been the case with soft skills. In fact, soft skills are sometimes referred to as those that are 
not explicitly taught (nor assessed), the ones “they don’t teach you at Harvard Business school” 
(McCormack, 1984). 

Despite a widespread belief that soft skills are fixed and not malleable, there is an established and growing 
literature on personality change (Roberts et al., 2017; Soto et al., 2011), including studies on the malleability 
of social and emotional skills in K-12 (Corcoran et al., 2018; Duncan et al., 2017; Durlak et al, 2011; 
Mahoney et al., 2018) and higher education (National Academies of Sciences, Engineering, and Medicine, 
2017). Soft skills training, such as for leadership and social skills, is routinely conducted in workplace 
settings (Arthur et al., 2003; Martin-Raugh, Williams et al., 2020).  
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There are many soft-skills constructs (National Research Council, 2012), but probably the most prominent 
framework or taxonomy is the Big Five model of personality (John & Srivastava, 1999), or a related scheme 
that expands the number of key dimensions to something higher than five (Condon, 2018; Condon et al., 
2021; Drasgow et al., 2012; Saucier & Iurino, 2020). What these systems have in common is that the basis 
for identifying dimensions is a factor analysis of responses to self- (or other-) descriptive statements 
presented typically in a Likert scale format (e.g., strongly disagree to strongly agree) or sometimes using 
pairwise statement comparisons or other statement ranking methods (“select or rank the statements for how 
well they describe you”). Given the prominence of the Big Five framework, the demonstrated susceptibility 
of Big Five factors to developmental growth (Roberts et al., 2006), and its acknowledged importance in 
predicting outcomes across a variety of school (Poropat, 2009) and workforce settings (Salgado & Tauriz, 
2014; Salgado et al., 2015), it is somewhat surprising that there are few demonstrations of successful 
interventions targeting Big 5 factors. In their comprehensive review of the malleability of noncognitive 
constructs, in which they identified 39 meta-analyses, Martin-Raugh, Williams et al. (2020) found only a 
couple that arguably targeted Big Five type factors (Roberts et al., 2017; Vanhove et al., 2016). This paucity 
may be due to skepticism about the potential efficacy of personality interventions (and the high cost of 
evaluating such interventions), the lack of evidence for the causal (as opposed to correlational) role of 
personality on outcomes (Mottus et al., 2020), or to the opportunity cost of intervening on general factors 
rather than more specific targets such as communication skills, leadership, and emotions, which Martin-
Raugh, Williams et al. (2020) found were more common. Nevertheless, it would seem to be important to 
explore the efficacy of soft skills training targeting general soft skills like the Big 5, the ones that have been 
shown in meta-analyses to be the most important in the sense of predicting a wide variety of outcomes 
(Poropat, 2009; Salgado & Tauriz, 2014; Salgado et al., 2015).1 

ETS Soft Skills Training History 

ETS conducted research on soft skills training beginning with the development of the Work Readiness 
Strength Assessment and Training System (WRSATS) (Shore et al., 2016), a soft-skills training system 
targeting community colleges, programs in career pathways, workforce and workplace training, and adult 
secondary education (ACE). The system comprised three components, (a) a work readiness strengths 
assessment, which measured 13 personality factors from which six competency composites were derived 
(initiative and perseverance, responsibility, flexibility and resilience, teamwork and citizenship, customer 
service orientation, and problem solving and ingenuity), (b) individual work readiness strength profiles, or 
score reports, which provided feedback to individuals on those competencies, and (c) the work readiness 
training system, a set of eight, approximately one-hour learning modules, one for each competency and an 
introduction and conclusion.  

Work Readiness Training: Instructional Modules. The training system was designed to address several 
issues and best practices in learning, particularly from the adult learner perspective (Knowles et al., 2015). 
Specifically, modules were designed to make clear to learners the importance and real-life (practical) 
significance and relevance of the material and to encourage learners to relate the material to their life 
experiences in concrete and tangible ways for immediate application. Modules were designed to address 
both extrinsic (e.g., promotion, salary) and intrinsic (self-esteem) incentives. Thus, each module began with 
presenting a set of concrete objectives, followed by (a) a warmup activity in which students discussed the 
importance of the competency in a workplace setting, (b) a presentation of new materials and concepts 
(including interactive media), (c) a practice session involving those concepts, based on both group and 
                                                           
 
1 Personality is another term for soft skills, although there are schools of thought that attempt to differentiate them, 
for example, by considering personality an umbrella term, by distinguishing skills from thoughts, beliefs, and 
behaviors, or by focusing on skills versus personality assessment strategy differences. These discussions go beyond 
the scope of this chapter. Here we use the terms mostly interchangeably. 
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individual work, (d) an evaluation (self- and peer-) and test on knowledge of the concepts taught, and (e) 
an application, a reflection activity based on a self-evaluation.  

Work Readiness Strengths Competency Assessment and Score Report. The attribute and competency 
assessment is a multi-dimensional forced-choice self-assessment method for evaluating students (Naemi et 
al., 2014). The assessment measured 13 factors (diligence, dependability, organization, self-discipline, 
assertiveness, friendliness, collaboration, generosity, stability, optimism, creativity, intellectual orientation, 
and inquisitiveness) through the presentation of a series of statement pairs requiring respondents to choose 
the statement “most like you.” An item response theory approach developed by Stark et al. (2005) was used 
for scoring responses to the statement pairs to infer levels on the 13 factors (see Naemi et al., 2014). The 
approach involved the initial calibration of Likert responses using the generalized graded unfolding model. 
Then Bayesian modal scoring of pair statement preferences was based on a multi-unidimensional pairwise 
preference model. This approach reduces response style biases and social desirability effects found in Likert 
ratings because statements in pairs are matched on social desirability.  

Training the Trainers. The training system (WRSATS) was designed to be administered by human 
instructors, and so there was a plan for training the trainers, which involved an introductory webinar and 
two two-hour workshops, to introduce trainers to the underlying research and the training program and its 
features. The training session also involved mock lessons and roleplays. The training was supplemented by 
an instructional guide and training videos. 

Pilot Testing. This system was tested with 19 instructors and 300 students (from adult education and 
community colleges) and lessons learned were incorporated into revisions. 

Workforce Assessment for Development. The WRATS system was upgraded for commercial use as part of 
ETS’s Workforce suite (which included Workforce Assessment for Job Fit and Workforce Assessment for 
Development). That program was discontinued in 2020, but the ETS soft skills development system 
continued to be maintained, features added, and several implementations are underway or are being 
planned.  

Learning Management Systems (LMSs) 

ETS’s various soft skills training systems, as described in the previous section, have been implemented on 
different platforms. The current system, ETS Essential Skills for Success Training (ESST) resides on a 
learning management system (LMS) platform, Blackboard Learn, hosted by a community college. In its 
current iteration it is designed to be introduced at two moments in the college pathway: a more general set 
of skills at entry (e.g., integrated into a first-year experience course) and a more advanced set of skills later 
as part of experiential learning (e.g., internships or clinicals).  

LMSs are platforms designed to be used by schools (or organizations), teachers (or trainers), and students 
(or employees) for elearning with components ranging from class management to course content and 
evaluation. Two of the systems most widely used in the U.S.are Blackboard Learn and Instructure’s Canvas 
(and Bridge systems for the corporate market). Blackboard Learn is widely used in colleges and universities 
in the U.S. It comprises a set of capabilities such as course management (for posting due dates, syllabi, 
grades, maintaining student profiles, enabling announcements), student monitoring (posting and enabling 
students to take tests and quizzes, posting and completing assignments), course content (articles, 
assignments, lessons or learning modules, media library for videos), peer-to-peer and student-teacher 
interactions (discussion threads, email, real-time chats). Other systems such as Canvas, which is primarily 
used in business contexts, and Moodle, which is open-source, provide generally similar features and 
capabilities, and in some cases can work together. LMSs do not have intelligent tutoring capabilities such 
as what is offered through the Generalized Intelligent Framework for Tutoring (GIFT) platform. 
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The Generalized Intelligent Framework for Tutoring (GIFT) as a Platform for Soft 
Skills Training 

The Generalized Intelligent Framework for Tutoring (GIFT) (Sottilare et al., 2012; Sottilare et al., 2017) is 
an “empirically based, service-oriented framework of tools, methods and standards to make it easier to 
author computer-based tutoring systems (CBTS), manage instruction and assess the effects of CBTS, 
components and methodologies” (ARL, 2015a, Description para.). This description places GIFT into the 
category of LMSs. However, GIFT’s emphasis on tutoring, and methodologies for evaluating students and 
learning offer significant additional capabilities beyond those associated with typical LMSs (Graesser et 
al., 2016; Sottilare et al., 2018).  

Intelligent tutors or intelligent tutoring systems (ITSs) are adaptive instructional systems that provide 
learners with curricular content tailored to their current knowledge and skill level. Since Barr et al.’s (1976) 
Basic Instructional Program (BIP) and Anderson et al.’s (1985) ITSs based on the Adaptive Control of 
Thought (ACT) theory, ITSs have generally comprised domain (expert) models, student models, and a 
pedagogical model. A domain model is a representation of the curriculum, that is, the curricular elements, 
or the content and lessons to be covered. A student model is a representation of what students know at a 
given time with respect to the curriculum; for example, which concepts have been mastered or not. A 
pedagogical model is a set of rules for presenting curricular elements or problems to students based on their 
current knowledge state; that is, it is responsible for the adaptivity of the instruction. 

As a general framework therefore, GIFT includes (a) domain, (b) learner, and (c) pedagogical (or tutor), 
modules. It also adds a fourth, (d) a sensor module to accommodate additional technology enabled sensing 
capabilities, to measure emotional changes. There is also an interface component, which displays feedback 
and system states to the student or teacher. It also involves sensing input in various modalities. There are 
also auxiliary components such as a Gateway module for interoperability, and an LMS module, which is 
part of the learner module, to track a user’s training history.2 All these modules are defined in the GIFT 
FAQ Glossary.  

This background was designed to provide an overview of the ETS soft skills training system and the GIFT 
system. We now describe a current version of the ETS soft skills training system and GIFT functionality in 
more depth to determine what it would take to implement soft skills training in GIFT and what GIFT might 
have to offer for doing so. 

ETS’s Soft Skills Training System 

The ETS Soft Skills training system includes articles, videos, closed- and open-ended assessments, both 
formative and summative in nature, opportunities for interacting and role-playing with classmates, and 
rubrics for evaluating interactions. The content of the training is specified in instructional objectives, and 
concerns declarative knowledge regarding six distinctive competencies (Initiative and Perseverance, 
Responsibility, Flexibility and Resilience, Teamwork and Citizenship, Customer Service Orientation, 
Problem Solving and Ingenuity), explained with respect to more basic behavioral dimensions (also referred 
to here as subconstructs), knowledge of how to recognize the relevance of those competencies in daily 
interaction contexts, and skill in exercising those competencies in specific interaction situations such as 
interviews. The soft skills competencies are broad and habitual in nature, and therefore difficult to modify 
without knowledge of the competency and practice in exercising it in situations. The ETS Soft Skills 

                                                           
 
2 GIFT also includes three components to facilitate research which are (e) the Survey Author Tool, (f) user tracking 
in MySQL, and (g) the capability for writing compiled data to a .csv file for analysis. 
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training system is designed to provide such knowledge and practice, although it is primarily designed to be 
used in an online-classroom blended-learning environment, which includes a face-to-face classroom 
experience, supervised by an instructor, with exercises performed with other students. Educational Testing 
Service’s (ETS, 2018a) WorkFORCE® Program for Career Development: Using Your Results is a set of 
materials designed for students to interpret their score reports and prepare for the training program. ETS’s 
(2018b) WorkFORCE® Program for Career Development: Instructional Guide is designed for instructors. 
Haviland et al. (2021) presents results from case studies involving the administration of soft skills training 
in two community colleges. Here we provide an overview of some of the key features of the system.  

There are eight modules (Introduction; the six competency modules listed above; and Completion). Each 
module includes a standard set of components, as follows: 

Pre-work articles provide background on soft skills and cover the key points in the lessons. For example, 
there might be an article on time management (for Initiative and Perseverance), stress management (for 
Flexibility and Resilience) or workforce diversity (for Teamwork and Citizenship).  

Guiding questions and objectives activates learners’ personal experiences, provides cues, questions, and 
advance organizers, and sets goals and learning objectives for the course. For example, an objective could 
be to learn to spot opportunities for managing one’s time more efficiently or to become aware of strategies 
for overcoming lack of motivation for completing work (Initiative and Perseverance), or learning to work 
well with people whose opinions, values, and backgrounds are different from one’s own (Teamwork and 
Citizenship). Learning and establishing these objectives can be accomplished in small groups reporting 
back to the whole class, or in a brainstorming session to generate strategies for working towards the 
objectives. 

Covering the basics introduces new concepts, defines the behavioral competency, and presents a video 
illustrating the competency. For example, Initiative and Perseverance is defined in the system as work 
context behaviors associated with approaching job duties, acting as a self-starter, and completing tasks 
efficiently. Responsibility is defined as conducting oneself with accountability and excellence; working in 
a focused, organized manner, following safety and other regulatory rules, and demonstrating appropriate 
workplace behavior. Video vignettes illustrate these concepts in workplace settings, and learners are 
instructed to take notes while viewing. They are given multiple-choice knowledge checks to check 
comprehension, which are automatically scored. The vignettes may also present questions about the 
competency for discussion. One strategy is to have students in the class take positions and argue on one 
side or the other of the discussion topics. 

Workplace scenarios present open-ended audio (with transcript) problems and exercises, eight for each 
module, in workplace, school, community, and personal settings. Scenarios are four to six sentences in 
length, describing a setting, an issue or problem, then, optionally, a resolution. Some are designed to elicit 
a discussion about the competency invoked in the scenario; some are designed to choose between different 
ways to handle a situation. For example, a scenario might discuss how a worker handled a situation in which 
the boss was out of the office or the worker was given a new and difficult task. The scenario is intended to 
elicit a discussion about what the best way to handle the situation might be. Scenarios sometimes are open-
ended, and sometimes provide effective and ineffective resolutions, which then ask learners to choose 
between them, allowing for practice and skill demonstration (based on the material in the Pre-work and 
Covering the basics). An example scenario (Teamwork and Citizenship module) is as follows: 

A classmate and I had to work on a long-term project. Unfortunately, she and I had had some 
disagreements in the past, and we had very different ways of doing things. We decided to work 
independently and only come together when absolutely necessary. When we did work together, 
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most of the time was spent arguing or criticizing one another’s work. We got the project done so 
even though we had an unconventional working style, we still finished the work. 

Workplace stories present vignettes in which several workers are disagreeing on an approach to a problem, 
some of which elicit open-ended discussion, and some presenting alternative solutions, and the learner 
indicates which best demonstrates the target competency. Some of these are enacted through role-playing 
(each team member assumes the role of one of the workers depicted). Following the role-plays, a filmed 
vignette might depict different approaches to the situation acted out and students choose the better 
resolution. Four stories are featured per module. An example story (for the Responsibility module) is as 
follows: 

Parisa supervises a group of fifteen people, including Kelly, Lorne, and Matt. During a department 
meeting, Parisa singles out Matt for his contributions to an important project. She awards him a 
$200 bonus for his extra efforts. Matt is surprised, but he graciously accepts the recognition. A 
moment later, he whispers to Lorne that he has no idea what project Parisa is talking about. Kelly 
knows that Matt is getting credit for her work. Nevertheless, she feels uncomfortable speaking up. 

When acting out the story, consider this: How could the situation be resolved in a respectful, 
productive way? 

After your story, answer this with your class: What elements of effective or ineffective responsibility 
are demonstrated in this resolution? 

Workplace stories also include rubrics which indicate novice, developing, and expert levels of the 
subconstructs (e.g., for Responsibility, subconstructs are work ethic, dependability, self-discipline, and 
orderliness). For example, for the Responsibility subconstruct Self-discipline, novice level is “members are 
easily distracted. They rush through their work and their work may be careless;” and expert level is 
“members are focused on the task. They don’t rush through their work and are careful and thorough.” 
Rubrics are used for scoring the teams in the stories into the 3 expertise levels and include open-ended 
“constructive criticism” blanks for evaluators to complete based on the vignettes.   

ACE your interview refers to an acronym helpful for addressing behavioral interview questions, such as 
“Tell me about a time when you …”.  Following the acronym, the interviewee first describes the Activity 
(or Action), describes the Consequences of that activity, and describes the lasting Effects on the interviewee 
and the organization. This component allows students to practice responses, for example, by being paired 
with a classmate to practice. An interview scoring rubric is also provided.  

Reflection and goal setting is a concluding component that reviews the main ideas presented, allows 
learners to reflect on the competency, and suggests that learners generate short-, intermediate-, and long-
term goals for developing the competency. This component also presents a journal opportunity in that 
students can record their reflections and goals in their journal. Students also choose someone such as a 
current employer or other significant parties who can help monitor their development and provide feedback.  

Knowledge Check comprises 10 multiple-choice or true-false questions to evaluate students’ understanding 
of the competency. They are presented as audio- or video-based scenarios (along with a transcript) in a 
situational judgment type format. These are presented after each module. 

Journal is an online (or paper-and-pencil) journal that serves as a place to record reflections and objectives 
pertaining to the competency. The notes recorded are useful for later consultation and for reflection during 
the Reflection and goal-setting component.  
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FACETS is a behavioral assessment designed to measure students’ social, emotional, and self-management 
skills (Naemi et al., 2014). It is like the assessment used in the Work Readiness Strength Assessment and 
Training System (WRSATS) (described in the ETS Soft Skills Training History section). It can be used 
initially or after training to provide students feedback on their behavioral dimension strengths and 
weaknesses to identify areas to capitalize on (for example, in career decision making) and areas for 
improvement. Dimensions measured by FACETS can be categorized into the six competencies (Initiative 
and Perseverance, Responsibility, Flexibility and Resilience, Teamwork and Citizenship, Customer Service 
Orientation, and Problem Solving and Ingenuity). Competency levels are determined as unit-weighted 
composites of subsets of the 13 FACETS dimension scores.  

The system also includes some behaviorally anchored rating scales (BARS) (Klieger et al., 2018) designed 
to have an employer (e.g., in an externship setting) or instructor evaluate students’ progress. 

Prospects for Implementing ETS Soft Skills Training in GIFT 

In this section we consider how ETS’s soft skills training system could be implemented in GIFT. GIFT 
provides a set of tools and methods that can be used to author computer-based tutoring systems. Courses 
can be authored in either a local or cloud environment. The local environment, requiring a download of the 
GIFT software to run under Windows (https://gifttutoring.org Downloads), contains the full set of features 
and options including sensor interfaces, monitoring tools, and developer documentation. The GIFT 
Cloud/Virtual Open campus (https://cloud.gifttutoring.org) does not require a download. It is useful 
because it contains sample courses that can be taken to get a sense for GIFT features 
(https://cloud.gifttutoring.org/dashboard/#takeacourse). To author a course, it is necessary to register on the 
GIFT site to obtain the GIFT software, which is explained in a Quick Start Guide (Ososky, 2017).  

Constructing a GIFT course 

An adaptive GIFT course (Domain Session) can be developed with the Domain Authoring Tool (DAT) to 
create a Domain Knowledge File (DKF). The DKF contains the rules for assessment, strategies, and actions, 
and is read by the Domain and Pedagogical Modules (the workings of these modules are explained in more 
detail, below). The course can have regular Exercises (formative or interim assessments) and a final 
Evaluation (end-of-course summative assessment). Real time analyses, such as of a conversation or of 
performance in a simulator, are referred to as Assessments. 

A Course Creator contains authoring tools to create and edit GIFT courses. This is done by using Course 
Objects (e.g., information from a file, slide show, Powerpoint, survey test). Administration tools include a 
Survey Authoring System (SAS), Event Report Tools (ERT), and import and export tools. They also include 
the DAT and DKF (described in the previous paragraph), Sensor Configuration Authoring Tool (SCAT), 
Learner Configuration Authoring Tool (LCAT), Course Authoring Tool (CAT), Metadata Authoring Tool 
(MAT), and Pedagogy Configuration Authoring Tool (PCAT).  

It would seem possible to author or adapt the ETS Soft Skills Training system into a GIFT environment 
using the administration tools described above. There are some questions that could be addressed while 
doing so. Would it be easier to use a Blackboard implementation or to reauthor using GIFT? What would 
be the added value of GIFT? To what extent would adaptivity provided by GIFT lead to better student 
learning? What separates the GIFT approach from standard LMSs? In what follows, we consider the key 
GIFT modules—domain, learner, pedagogical, and sensor modules—and what issues might arise in 
implementing ETS Soft Skills Training in GIFT. 

https://gifttutoring.org/
https://cloud.gifttutoring.org/
https://cloud.gifttutoring.org/dashboard/#takeacourse


 
 

56 
 

Domain Module  

In GIFT, the domain module contains the domain content for training and “is responsible for providing 
assessments of user ability/knowledge and responding to instructional strategy requests.” (ARL, 2015b, 
Domain Module para.). It assesses learner performance with respect to standards, communicates learner 
performance to the learner module, and implements requests from the pedagogical module (instructional 
intervention or feedback, scenario adaptation, requests for performance assessment) as appropriate. The 
DKF is read at the start of a session; it contains domain-specific rules for performance assessment. 

At a high level, much of the domain content of the ETS system—articles, videos, assessments, rubrics—
seems compatible with GIFT hosting. This would probably be the most straight-forward part of using GIFT 
for soft skills training. 

Learner Module 

In GIFT, the learner module maintains the learner state, which is “communicated via messages to the 
pedagogical module” (ARL, 2015b, Learner State para.). 

Learners are evaluated in the ETS system by being administered a personality assessment (FACETS or 
something similar) at pretest then a set of behaviorally anchored scales (Klieger et al., 2018) after 
completing the course, which are completed by employers to measure their competency levels on the six 
competencies. During the course, they also are given various assessments throughout to check their mastery 
of the declarative content of the material (e.g., the degree to which they understand the definitions of the 
six competencies), and multiple-choice knowledge checks. Learner competency levels and knowledge 
levels could be represented in the learner module based on these assessments. In addition, there are other 
opportunities for learners to display mastery of the module concepts, such as in the mock interview, in role-
playing exercises (in workplace stories), in evaluations of the vignettes (characterizing vignette participants 
by proficiency level in workplace stories), and in reactions to workplace scenarios. These other 
opportunities are not scored in the current system, although in principle they could be. There would need 
to be some development in first human scoring of these more subjective responses, and then subsequently, 
some real-time natural language processing (NLP) analyses of auditory or written open-ended responses. 
This could be accomplished using methods ETS (2021) has developed for such applications. Combining 
information from the full array of assessments given in the ETS system, many of which are not now scored, 
to get a more complete picture of an individual student’s competency knowledge level (i.e., the “learner 
state”), would seem to be a useful activity for adding instructional value to the ETS system.  

Pedagogical Module 

In GIFT, the pedagogical module “use(s) information about the learner’s state to select instructional 
strategies that better influence learning” (ARL, 2015b, Pedagogical Module para.), including feedback, 
hints (on failed problems), varying levels of hints based on requests, instructional intervention, and further 
performance assessment. The information on the learner’s state is based on trainee performance and is taken 
from the learner module.  

The current ETS system does not adapt to learners’ states other than through a somewhat arbitrary 
sequencing of instruction (the Introduction and Summary modules are naturally sequenced, of course). The 
system is typically taught as part of a class by a human instructor. GIFT hosting of the ETS system could 
prompt discussions about the potential benefits of adaptation and enable a self-instruction approach. GIFT 
appears to allow for many kinds of pedagogical approaches and rules for providing feedback, hints, and 
additional assessment.  
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Exploiting the pedagogical module potentially could provide real additional value to the ETS system with 
GIFT methods. The instructional examples discussed in GIFT applications tend to fall into two categories. 
Traditional applications use Gagne’s (Gagne et al., 1992) and Merrill’s (2012) instructional system design 
frameworks (the US Air Force’s Instructional System Design [ISD] approach is consistent with these), 
along with Bloom’s taxonomy (Anderson & Krathwohl, 2005) and Chi and Wylie’s (2014) useful 
Interactive-Constructive-Active-Passive (ICAP) cognitive engagement framework.  

The other category is the use of Bayesian knowledge tracing (BKT) (Anderson et al., 1995; Corbett & 
Anderson, 1995). BKT relies on a cognitive model of learning to evaluate student actions against the model 
to infer the learner’s state, enabling the adaptation of instruction to that state. As van de Sande (2013) points 
out, there are two forms of the model, a hidden Markov model (HMM) form and a knowledge tracing 
algorithm form. The HMM models the process of successfully applying a skill to solve problem j (an item, 
an attempt, a problem), P(Cj), as a function of the probabilities of initially possessing the skill prior to the 
attempt, P(L0); guessing correctly, P(G); slipping (making a mistake even though the skill is known), P(S); 
and learning the skill during this attempt, P(T), the hidden variable in the HMM. Van de Sande (2013) 
showed that the model can be rewritten as an exponential learning model with 3 parameters, P(S), P(T) 
(which can be rewritten to a learning rate, β), and an A parameter that represents the probability that the 
skill is not yet learned. The knowledge tracing algorithm differs from the HMM in that it uses student 
performance on an item j (correct or incorrect) to update the conditional probability that the student has 
learned the skill given a set of performances on previous attempts, P(Lj|Oj), where Oj is the history of 
successes and failures (corrects and incorrect attempts) to that point j. This algorithm also incorporates P(S) 
and P(G). 

Because BKT models item responses and there is a well-developed science (psychometrics) and theory 
(item response theory, IRT) for modeling item responses, it is somewhat curious that only recently have 
there been attempts to apply IRT to the problem BKT is designed to solve. This may be due to different 
literatures and histories, with BKT emanating from learning theory and experimental psychology, and IRT 
from psychometrics and correlational psychology. Alternatively, it could be that the relevance of IRT, 
which targets the measurement of stable attributes, to the measurement of dynamically changing skills was 
not obvious. In any event by now there have been several attempts to do so, which are informative. 

IRT is a general, flexible framework and there are many IRT models, parameter estimation and model fit 
methods, and applications (van der Linden, 2016a; 2016b; 2018). IRT models item responses as a function 
of both person and item effects, which are generally assumed to be stable parameters. This differs 
fundamentally from BKT, which assumes that items do not vary in their difficulty, but that persons change 
(learn) during the session. IRT datasets tend to have many more persons than items (n > p) whereas BKT 
applications often have more items than persons (known as the p >> n problem in machine learning). IRT 
is mostly unidimensional, although multidimensional IRT models are available, typically for low 
dimensional applications, whereas in BKT the implicit assumption is that there are many skill dimensions. 

Khajah et al. (2014), noted the limitations of IRT (assumes stable traits) and BKT (assumes equal item 
difficulties) for modeling ITS response data. They proposed a hybrid model, which replaces the emission 
(guesses and slips) probabilities in the HMM with an IRT model, and they used both an Expectation 
Maximization (EM) and a Bayesian estimation technique (Markov chain Monte Carlo slice sampling) to 
estimate model parameters. Comparing BKT, IRT, and the hybrid model on 4 ITS datasets using a cross-
validation approach, they found no differences in the smallest dataset (N = 59 students), superior IRT 
performance in the middle-sized datasets (N = 66, 110), and superior hybrid performance in the largest 
dataset (N = 333). They suggest that IRT can model responses from ITS/learning datasets because despite 
ITS personalization, items tend to be determistically ordered and IRT accommodates order effects as item 
parameter differences and student learning is then reflected in item effects.  
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In their comprehensive comparison of BKT and IRT, Deonovic et al. (2018) review various extensions to 
the BKT and IRT models which move them closer to each other. These include dynamic IRT models with 
multiple ability parameters for persons at different time points and IRT models that allow dependencies 
between item responses to accommodate repeated item attempts (e.g., after hints). However, Deonovic et 
al. (2018) also point out that both models are limited in how they account for the educational experience 
per se. BKT’s learning parameter allows personalization that depends almost entirely on initial conditions, 
leading Deonovic et al. to refer to BKT as a ballistic model, more similar to firing a canon than to flying a 
plane. And IRT, which is designed for cross-sectional data, can explain differences between people but 
does not have much to offer in suggesting remedies. They suggest that network psychometrics models may 
offer a way to integrate learning and assessment, but this is mostly a theoretical argument at this time.  

There are other developments worth mentioning. One is the use of cognitive diagnostic models (CDM) for 
BKT (Wang et al., 2018). A CDM is a model of item responses in which items are tagged with a set of 
attributes (e.g., skill requirements) in a Q matrix, making them useful when items mix skills requirements, 
which is the typical case. Wang et al. (2018) combine a hidden Markov model like the one used in BKT 
with the CDM framework. This provides a benefit of being able to track the growth of multiple skills and 
accommodates covariates to model the HMM skill transitions.  

Finally, there are developments in using machine learning methods for knowledge tracing as represented in 
the research called deep knowledge tracing (DKT) (Piech et al., 2015). DKT uses Recurrent Neural 
Networks (RNN), a neural network that incorporates time dynamics so that previous outputs can be used 
as inputs; which is suitable for knowledge tracing because the learner’s history is incorporated in the 
modeling. RNNs are widely used in natural language processing and speech recognition. Piech et al. (2015) 
adapt them for the knowledge tracing problem; student responses (xt) are inputs to the network and the 
predictions (yt) are the probabilities of getting each item correct. The network “discovers” dependencies 
(conditional influences) between items (in the best-case scenario, into interpretable clusters) avoiding the 
need for experts to tag items with the skill that is being exercised by that item, an expensive process required 
in traditional BKT. This method requires lots of data, and thus the RNN approach is designed for large-
scale online learning. Also, RNN results are not always readily interpretable (Ding & Larson, 2019). 
Nevertheless, as data sets accumulate, and with the flexibility of the general deep learning approach for 
accommodating performance data from all kinds of exercises and inputs, a deep learning approach seems 
to be particularly promising (Wilson et al., 2016). This may be especially true in the realm of soft skills, 
given the tendency, realized in the ETS system, to incorporate diverse instructional and assessment 
approaches.  

The developments discussed here vary in their applicability and usefulness, and there is still much to be 
learned regarding the benefits of applying these models for personalizing instruction. It is also the case that 
much of the work in this area has focused on the development of hard skills, specifically ones that are more 
naturally discrete, sequenced, and cumulative. However, it would be useful to experiment with some of 
these approaches for tracking student growth in the accumulation of soft skills.  

Sensor Module 

The sensor module includes interfaces to support sensors to measure electrodermal activity (EDA) (or 
galvanic skin response, GSR). EDA (or GSR) is often interpreted as a measure of emotional state or shifts 
in emotion, motivation, attention, and preferences (Mendes, 2009).  

The current implementation of the ETS system does not use measures of emotion although there is interest 
in this area for measuring student engagement (Mota & Picard, 2003). Engagement measurement and affect 
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sensing is an active research area in intelligent tutoring (Chen et al., 2021; D’Mello et al., 2007) and 
assessment (Halderman et al., 2021). 

Discussion 

As this brief review of the ETS soft skills training system suggests, training soft skills is not fundamentally 
different from training hard skills. Thus, in principle, it should be quite possible to develop a soft skills 
training system in GIFT, which could take advantage of GIFT’s “tools, methods and standards” (ARL, 
2015b, Generalized Intelligent Framework for Tutoring [GIFT] para.) for building a useful, robust system. 
Nevertheless, as Martin-Raugh, Williams et al. (2020) noted, there has been a dearth of systematic attempts 
to train soft skills, particularly compared to hard skills, and a question is why that has been the case. There 
may be several explanations. 

First, the recognition of soft skills as an important predictor of and result of education, comparable to hard 
skills, is relatively recent (Heckman & Kautz, 2012). Thus, there has not been a long-standing focus on 
training soft skills due to the relatively recent awareness of their importance. Second, although there has 
long been training and education on specific topics such as leadership, negotiation, and time management, 
there has simultaneously been a cultural belief that general soft skills, such as motivation, preferences, 
attitudes, and personality traits are relatively enduring over the lifespan and therefore outside the realm of 
education, training, or of what ought to be trained. This situation has been changing as we document in the 
introduction to this chapter. But the third explanation might be that we simply have lacked good approaches 
for measuring soft skills. This holds back progress because if we cannot measure soft skills training system 
efficacy very well, then it is difficult to determine what works. 

Soft skills are almost exclusively measured with rating scales (e.g., Likert scales) completed by the self or 
by others. Rating scales have well documented problems such as response style biases, reference group 
effects, and social desirability bias as well as halo and horn effects (with others’ ratings). The ETS system 
relies on a behavioral rating system, FACETS, to measure students’ competency levels. Although FACETS 
eliminates some of these biases (i.e., response style, social desirability) due to its multidimensional forced-
choice design (Naemi et al., 2014), it is nevertheless fundamentally a self-evaluation method rather than a 
performance method. There are performance measure components to the ETS soft skills training system, 
such as declarative knowledge fact checks which assess one’s knowledge of the competency. There are also 
performance tasks, such as the mock interviews, role plays, and critiques, accompanied by rubrics for 
evaluating these. These are useful assessments, and it would be worthwhile pursuing how such assessments 
might be automatically scored. Chen et al. (2016) provide preliminary evidence of progress along these 
lines. 

Another measurement challenge is the vagueness of the items measuring the constructs being evaluated. 
For example, the competency Initiative and Perseverance can be self-assessed with agreement self-ratings 
to statements such as “I get chores done right away,” “I am exacting in my work,” or “I make plans and 
stick to them.” (items taken from the International Personality Item Pool, Goldberg et al., 2006). These are 
typical behavioral statements used in soft skills assessments. But these are vague and subject to 
idiosyncratic interpretations. Situational judgment tests (McDaniel & Nguyen, 2001) are one attempt to 
avoid the vagueness of these kinds of statements, by providing more context. There are performance tasks 
for other domains as well, such as real-effort tasks for conscientiousness constructs (Charness et al., 2018) 
and negotiation (Martin-Raugh, Kyllonen et al., 2020) and collaborative problem-solving (Hao et al., 2019) 
for social skills. These are research endeavors now but may soon be used routinely in operational soft skills 
assessment contexts.  
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Finally, there is a question of the importance of adaptation in instruction generally, but in soft skills 
instruction particularly. A critique of intelligent tutoring is that its usefulness is observed primarily in well-
defined domains, but soft skills training would be considered an ill-defined domain (Fournier-Viger et al., 
2010). This makes for challenges for implementing soft skills training using intelligent tutoring. Currently, 
the ETS system is designed for human instructor use, and the human instructor makes pacing decisions. 
But the benefits of individual tutoring are well documented, as are the benefits of computer tutoring (Kulik 
& Fletcher, 2015; van Lehn, 2011). Thus, it should be possible to improve on classroom soft-skills 
instruction by adopting intelligent tutoring frameworks. At this point, it seems that constructs and measures 
must be developed further to make them more amenable to intelligent tutoring, and there is probably a great 
need for additional measurement opportunities and tasks to elicit evidence for possession of the target 
competencies. 

Recommendations and Future Research 

First, given the dearth of soft skills training in the world (Martin-Raugh, Williams et al., 2020) and its 
complete absence in the world of intelligent tutoring, combined with the expressed need for it, it would be 
useful to initiate a project that attempted to implement soft skills training using an intelligent tutoring 
framework. This could be done in GIFT according to our analysis here. It is often only through the action 
of attempting to build something that the possibilities and limitations become clear. Quoting Danny Hillis, 
“you can cut through a lot of philosophy with a few demonstrations” (Sanger, 1987, p. D2). It may be that 
the most useful recommendations for potential new GIFT features would emerge as a result of 
implementing soft skills training in GIFT. 

However, we have identified measurement as a key limitation of current soft skills training. There is a need 
to develop additional performance measures of soft skills, which include situational judgment tests, but can 
also include real-effort tasks, collaborative problem-solving tasks, time-, risk-, and social-preference tasks, 
and other new measures. GIFT easily accommodates basic multiple-choice tasks and rating scales, but it 
may be useful to expand GIFT capabilities towards compliance with the Question and Test Interoperability 
Version 3.0 (QTI v3) specification (IMS Global, 2020) for storing and exchanging items and tests, 
deploying item banks, and reporting test results in a consistent manner. 

Also, many of the assessments in the current ETS soft skills training, involving mock interviews, role plays, 
and character critiques, are ill-defined, subjective, and complex. There is a need for technology to help 
evaluate performances in these kinds of settings. Preliminary, basic research is underway, but there is a 
need for more investment in these kinds of realms. GIFT features that would facilitate these kinds of 
assessments would include a capability to video record a trainee’s performance (e.g., interview, role play) 
following a prompt, which could be later retrieved by an evaluator for scoring using playback (e.g., pause, 
fast-forward) and annotation and input tools (e.g., for comments, ratings). Over time real-time automated 
scoring based on stimulus features could be added as in Hoque et al. (2013).  

Finally, there is a need for further development of the constructs that are taught and assessed in soft skills 
training. Although steering this research agenda is not a GIFT activity, accommodating new developments 
will be enhanced with interoperability features, such as QTI v3 (IMS Global, 2020). It could be that with 
additional measures and with extensive additional data collection, better understanding of the nature of soft 
skills themselves will result. The causes and consequences of personality variation has long been of interest 
(Lee, 2012). Training personality, and training soft skills will shed light on these issues. 
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Conclusions 

There has been increasing awareness of the importance of soft skills in education, training, and in the world 
of work. Although there has long been soft skills training for particular skills, such as time management or 
leadership, there has been a lack of general soft skills training targeting social skills or work ethic, for 
example. It would be useful to attempt to implement soft skills training on a platform such as GIFT, building 
on extant soft skills training designed for classroom use. Challenges faced and lessons learned would be 
useful for our understanding of soft skills generally as well as leading to a useful practical tool. 
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CHAPTER 7 ‒ INTRODUCTION TO SCENARIO-BASED TRAINING 
FOR GROUPS AND TEAMS 

Joan H. Johnston1 and Andrew J. Hampton2 
U.S. Army DEVCOM Soldier Center1, University of Memphis2 

Core Ideas 

This book section focuses on the critical importance of improving the capability of Intelligent Tutoring 
Systems (ITSs) to develop group and team competencies. As the focus of nearly three decades of military 
research, this aspect of ITS development has proven to be complex, difficult, and costly. Nevertheless, the 
steadily increasing demand for team tutors justifies its continued development. Chapters in this section 
present both broad and focused coverage of this topic to illustrate employing scenario-based training design 
principles to tailor competency development.  

We begin this section with guidelines for designing competency-based scenarios and recommendations for 
GIFT design based on a team training study with U.S. Army squads (Johnston, Sottilare, Kalaf, & 
Goodwin). Next, Johnston, Patton, and Sinatra discuss results from the same study to propose a 
measurement framework for assessing development of individual and team resilience, and discuss 
implications and recommendations for the GIFT. The next two chapters delve into practical application and 
validation of intelligent agents for team and group tutors. Myers describes lessons learned for GIFT 
(Generalized Intelligent Framework for Tutoring) based on an assessment method they studied for 
evaluating synthetic teammate performance in a team triad. Johnson and Gratch present empirical findings 
from two experiments that employed a synthetic agent engaging with a human trainee to improve trainee 
negotiation skills. Together, these chapters provide working knowledge of the state of the art in scenario-
based training for groups, as well as the theoretical background that informed efforts to expand and improve 
team and group tutors.  

Individual Chapters 

Johnston, Sottilare, Kalaf, and Goodwin present a discussion of the methodology employed to develop 
competency-based scenarios for the Squad Overmatch (SOvM) simulation and live training exercises. The 
Event Based Approach to Training (EBAT) method was used to design tactical combat casualty care (TC3) 
training scenarios for dismounted Army infantry squads that were each assigned a combat medic. Details 
about the EBAT method and scenario event development are described with a focus on specifying 
observable behaviors for advanced situation awareness, team development, stress management, and TC3 
that could be assessed by subject matter experts. The authors discuss challenges encountered in conducting 
assessments, implications for GIFT, and provide future research recommendations to include defining and 
standardizing primitive verbal and non-verbal behavioral markers to support the interoperability of team 
assessment methods across adaptive instructional systems. 

Johnston, Patton, and Sinatra apply a theoretical model developed by Bowers et al. (2017) to the Squad 
Overmatch (SOvM) use case described in the previous chapter to create an initial framework for measuring 
individual and team resilience. They discuss findings from the SOvM experiment in the context of the 
model, determining that SOvM Soldiers and squads demonstrated resilient cognitions and behaviors. 
Implications for using this approach in developing competency-based scenarios and GIFT design are 
discussed, and future research recommendations are provided.  

Myers presents a discussion of previously published research conducted by the Air Force in which the 
performance of a synthetic teammate embedded with two novice human team members of a remotely 
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piloted aerial system (RPAS) was compared with a novice RPAS human team and an RPAS human team 
that included an expert pilot.  Researchers used ACT-R technology to create the synthetic teammate and 
designed competency based scenario events to test and compare the performance of the three study 
condition teams. They found the RPAS team with the expert pilot performed better than the other two 
conditions which performed at about the same level. Myers discusses the challenges in developing complex 
intelligent team behaviors for GIFT design, and presents future research recommendations. 

Johnson and Gratch begin with an overview of cognitive tutors and diagnostic tutoring models. They then 
describe how general principles of negotiation informed behavioral models of an ideal negotiator and 
enabled the development of measureable behaviors with an automated tutor that could provide feedback to 
trainees. They demonstrate how providing automated, individualized feedback to a trainee about their use 
of negotiation principles improved their use of those principles later in the game and their final negotiation 
outcomes. The authors also report that they had successfully integrated one of their ITSs (IAGO) with GIFT 
to author training for negotiation that included personalized feedback and provided recommendations for 
improving the efficiency of GIFT to author training. 
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CHAPTER 8 – TRAINING FOR TEAM EFFECTIVENESS UNDER 
STRESS 

 
Joan H. Johnston1, Robert A. Sottilare2, Mike Kalaf3, and Greg Goodwin1      

DEVCOM Soldier Center1; Soar Technology, Inc.2; Synaptic Sparks3 

Introduction 

Military research has demonstrated teamwork, advanced situation awareness, and stress management skills 
are necessary competencies for effective team decision making under stress (Johnston et al., 2019). 
Research has shown that competency-based scenario design that focuses on these three skill areas is the 
key to effective team training. The Event-Based Approach to Training, or EBAT method, was developed 
to enable trainers to create scenario events that elicit observable team member behaviors representing each 
of these competencies (Fowlkes et al., 1998; Johnston et al., 2018). The EBAT method ensures that enough 
critical events are created to give team members the opportunity to perform competency relevant behaviors. 
Behavioral checklists are used to assess competencies during scenario events and then to inform the post-
scenario after action review (AAR) (Johnston et al., 2019). Teams can focus on targeted skill areas (e.g., 
teamwork) by reviewing and discussing the behavioral evidence associated with the events. Team 
performance will improve when the scenarios are adapted to focus on the skills needing improvement.  
 
Recently, the EBAT method was used in a series of Squad Overmatch studies that culminated in a tactical 
combat casualty care training experiment involving dismounted Army infantry squads that were each 
assigned a combat medic (Johnston et al., 2019). Four control condition squads participated in one day of 
live training, while four experimental condition squads participated in a three and a half day integrated 
training approach that employed classroom, virtual, and live training exercises to develop skills in tactical 
combat casualty care, teamwork, advanced situation awareness, stress management and team self-
correction in the AAR. The event-based virtual and live exercises emphasized performing tactical combat 
casualty care while continuing the tactical mission. Live exercises were conducted in an outdoor urban 
training site instrumented with human role-players and embedded simulations that included casualty 
mannequins, interactive virtual avatars, and non-explosive pyrotechnic sounds. Johnston et al. (2019) 
reported that compared to the control condition, squads trained with the integrated training approach 
displayed significantly more behavioral markers for tactical combat casualty care, team knowledge 
emergence (as represented by a combination of advanced situation awareness and teamwork), and team 
self-correction. In this chapter we describe how the EBAT scenarios were developed for the Squad 
Overmatch live training exercises, discuss challenges encountered in conducting assessments, and discuss 
implications for the Generalized Intelligent Framework for Tutoring (GIFT). 

Event-Based Approach to Training 

A research team comprised of research psychologists, training simulation experts, and military subject 
matter experts used the EBAT approach to develop two virtual training (B1 and B2) and three live training 
scenarios (M1, M2, and M3). Johnston et al. (2018) provide details describing each step in the process 
which we summarize here. First, mission tasks and objectives were defined in the context of the tactical 
combat casualty care mission. The Army mission essential task lists were used to define the squad tactical 
tasks, to include: apply troop leading procedures to plan, organize and prepare for missions; determine the 
pattern of life baseline; recognize changes in the pattern of life; assess changes in the pattern of life; use 
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cues and indicators to make sense of tactical situations; interact with civilian populations; minimize 
casualties; and defeat the enemy. Next a visual flow diagram of key events was developed to establish a 
story narrative that logically linked the five scenarios together, with each scenario designed to take about 
45 minutes to complete. Key events in the diagram enabled the research team to discuss and solve a 
multitude of interacting issues, such as event timing, stress levels, and placement of casualty events. The 
final product was a color-coded, network storyboard of sequenced events and indicators that included the 
squad’s performance steps for each training event with an accompanying written description. This resulted 
in a training support package and a finalized scenario event checklist organized with a set of decision 
triggers that were numbered in chronological order. Materials from these data were used to produce the 
squad’s operations order, fragmentary order, and an intelligence picture. The master scenario event lists 
were used to develop the performance objectives for each competency. Table 1 lists the event-based 
performance objectives identified for advanced situation awareness, Table 2 lists the teamwork objectives, 
and Table 3 lists the tactical combat casualty care performance objectives. Each objective is mapped to the 
15 relevant critical scenario events in M3:  
 

1. Establish a listening post/observation post  
2. Key leader is spotted by squad  
3. Conduct a key leader engagement  
4. Key leader escorts squad into marketplace 
5. Pregnant woman approaches squad for medical help 
6. Tactical questioning of High Value Target 1 
7. Report Intel about HVT to Platoon  
8. Squad enters building with female civilian 
9. Civilian receives amputation to lower arm 
10. Tactical questioning of local female civilian 
11. Soldier receives GSW 
12. PL commands squad to enter building across street 
13. Team pushes through building to clear targets 
14. High value target 2 is killed 
15. Two Soldiers receive gunshot wounds 

 
Many performance objectives for each skill area were repeated across events to ensure the squad members 
had ample learning opportunities. Most events required assessment of at least two skill areas. Some events 
had many performance objectives to ensure the scenarios had sufficient levels of realism and stress. For 
example, event 15 was a complex, culminating event with four teamwork and nine tactical combat casualty 
care performance objectives. In event 15, sniper fire results in two Soldiers receiving gunshot wounds. 
Expected teamwork behaviors listed in Table 2 are to provide complete and accurate medical reports, 
provide guidance to each other, exchange information about the casualty, and provide tactical information 
up the chain of command. Expected tactical combat casualty behaviors listed in Table 3 were to return fire 
and lay suppressive fire as needed, provide the properly formatted “MANDOWN” report to the squad 
leader, treat the casualty appropriate to phase and wound, direct team members to suppress the enemy, 
request medical and / or tactical type information, provide advanced casualty care, direct team members to 
provide care to a specific casualty, provide medical updates to the squad leader, complete the MIST medical 
report (a military protocol for relaying critical details of a medical situation), and report the medical casualty 
via a 9-Line report up the chain of command. 
 
Following performance objective creation, the research team produced tactical job aids that contained all 
mission essential information for the squad leader (e.g., target packages for each high value target and the 
pattern of tactical operations). Behavioral checklists were created from the performance objectives for real-
time assessment of each skill area that subject matter experts used during both the virtual and live training 
exercises.  
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Table 1. Event-based performance objectives for advanced situation awareness in scenario M3. 
  1 2 3 4 5 6 7 8 10 

1 Squad divides into two separate forces for two Listening/Observation 
Post 

x         

2 Communicate atmospheric details x         
3 Townspeople avoiding Northeast end of town near Pavel’s pad x         
4 Communicates changes in baseline behaviors of town  x         
5 Positively identify key leader  x        
6 Sets security around key leader engagement in order to cover all 

avenues of approach 
  x       

7 Employs guardian angel /geometries of observation   x       
8 Communicates nonverbal behaviors of the key leader (rubbing hands, 

looking over shoulder) 
  x       

9 Communicates an assessment to include why s/he believes the validity, 
quantity of the information received (appears worried) 

  x       

10 Communicates deviations in baseline of behavior of key leader   x       
11 Identifies minor proxemics push from villagers away from squad    x      
12 Offers some medical care to local national (good shepherd)     x     
13 Employs guardian angel / geometries of observation.      x    
14 Communicates nonverbal behaviors of the high value target      x    
15 Communicates an assessment to include why s/he believes the validity, 

quantity of the information received 
     x    

16 Communicates anomalous antenna outside Pavel’s pad       x   
17 Employs guardian angel/geometries of observation        x  
18 Employs guardian angel / geometries of observation         x 
19 Communicates nonverbal behaviors of the local national         x 
20 Communicates an assessment to include why s/he believes the validity, 

quantity of the information received. 
        x 

 
Table 2. Event-based performance objectives for teamwork in scenario M3. 

  1 3 6 7 8 9 10 11 12 13 15 
1 Changes in priority are communicated to squad members x           
2 Sources of information utilized during planning  x           
3 A situation update is provided up the chain of command    x          
4 Back up is provided to squad member engaging in interview   x          
5 Back up is provided to squad member engaging in interview    x         
6 Information is exchanged while posting security    x         
7 A situation update is provided up the chain of command     x        
8 Information is passed before being asked amongst squad 

members 
    x       

9 Squad members provide backup     x       
10 Complete medical updates/reports are provided (MIST 

report, and 9-Line if applicable) 
     x      

11 Squad members provide guidance to each other in further 
care of civilian casualty 

     x      

12 Back up is provided to squad member engaging in interview        x     
13 Information is exchanged while posting security        x     
14 A situation update is provided up the chain of command        x     
15 Changes in priority are communicated to squad members        x     
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  1 3 6 7 8 9 10 11 12 13 15 
16 Complete medical updates/reports are provided (MIST 

report, and 9-Line if applicable)  
       x    

17 Information exchanged between squad members about the 
casualty  

       x    

18 Information is exchanged between squad members about 
the sniper  

       x    

19 Direction is provided to squad members on how to provide 
casualty care 

       x    

20 Back up is provided         x    
21 Changes in priority are communicated to squad members           x   
22 Communications are clear           x  
23 Communications are brief           x  
24 Squad members provide guidance to each other          x  
25 Complete medical updates/reports are provided (e.g., 

MANDoWN, MIST, 9-Line)  
          x 

26 Information exchanged between squad members about the 
casualty 

          x 

27 Complete medical updates/reports are provided (MIST 
report, and 9-Line if applicable) 

          x 

28 A situation update is provided up the chain of command           x 
 

Table 3. Event-based performance objectives for tactical combat casualty care in scenario M3. 
  9 13 15 
1 Provides MANDOWN Report to SQUAD LEADER. x   
2 Retrieves casualty (with cover as necessary) x   
3 Requests medical and / or tactical SA type info. x   
4 Return fire; lay suppressive fire as needed.  x  
5 Treats casualty appropriate to phase & wound.  x  
6 Communicates phase change in casualty care  x  
7 Establish /move casualty collection point assigning medical &/or tactical resources.   x  
8 Provides medical updates to squad leader.  x  
9 Provides MANDOWN Report to squad leader   x 

10 Return fire; lay suppressive fire as needed   x 
11 Treats casualty appropriate to phase & wound    x 
12 Directs team members to suppress enemy    x 
13 Requests medical and / or tactical SA type info     x 
14 Provides advanced care   x 
15 Directs team members to provide care to specific casualty   x 
16 Provides medical updates to squad leader   x 
17 Completes MIST medical report (if applicable), and 9-Line    x 

 
Lessons Learned 

Researchers and observers successfully used the checklists to assess team performance in real-time during 
the three live training exercises. During the live exercises, the outdoor facility was instrumented with live 
video feeds of squads moving through the village at key locations that could be seen by researchers, role 
players, and observers in the site’s quiet viewing theater. In addition, all Soldiers were instrumented with 
open mics that could be heard via researcher headsets connected to a custom designed audio system in the 
same theater. Thus, researchers were able to ascertain specific Soldier communications by scenario event, 
and observers could more effectively conduct the AARs as they had a ready set of documented behaviors.  

In contrast, the observational method was not successful with the two virtual training scenarios which took 
place in a classroom where the squad members were sitting side-by-side at their gaming computers. As the 
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scenarios unfolded, Soldiers were able to speak into their headsets and to those sitting next to them which 
resulted in a noise level that mitigated researchers’ ability to properly assess communication behaviors. 
Furthermore, researchers did not have gaming PCs that enabled them to easily view Soldier movements in 
the virtual world to ascertain when events happened and connect them to the communications. 

In summary, Johnston et al. (2019) determined that logistics, time requirements, and current technological 
capabilities greatly limit supporting competency-based team assessments. The Squad Overmatch studies 
demonstrated that both training environments require automating the EBAT assessments to improve team 
effectiveness on specific competencies. To address this problem, the next section discusses implications 
and recommendations for adaptive training and GIFT. 

Implications and Recommendations for Adaptive Training and GIFT 

To automatically assess team progress toward each of the performance objectives listed in Table 1, GIFT 
would need to define and recognize a set of behavioral markers associated with each performance objective. 
The same would be required to support assessments in a virtual training exercise, but the methods to source 
and infer behaviors would likely be simpler because ground truth measures are available within the virtual 
simulation. Even so, detecting and recognizing the behaviors (verbal and non-verbal) poses a significant 
challenge.  

A meta-analysis conducted by Sottilare et al. (2017) discovered significant antecedents to team performance 
and learning, and the identification of associated behavioral markers for several teamwork states. Though 
this work provides a significant insight to measures that support teamwork assessment, specific behaviors 
for team-based tasks must be defined and a method must be developed to recognize the behaviors associated 
with successful completion of each task. For example, the verbal behaviors require different sensors to 
source sound data while non-verbal behaviors require sensors to detect and recognize gestures.  

To adapt to this approach, GIFT course authors would need to be able to define behavioral data sources 
(e.g., sensors) so that GIFT would recognize variables associated with measures of team assessment. This 
would involve the development of a compatible interface with the GIFT gateway and the generation of a 
JAVA condition class to publish the variable to the GIFT environment. With large numbers of variables, 
data sources, and behaviors this would be an extremely tedious task. Therefore, we have three 
recommendations: 

● Define and reuse GIFT gateway specifications for commonly used sensors. 

● Research methods to automatically generate JAVA condition classes for new GIFT variables. 

● Define primitive behaviors (verbal and non-verbal) that can be reused in a variety of team training 
domains.  

Furthermore, the integrated training approach incorporated the stress exposure training method which 
involves increasing exposure to common combat stressors across multiple scenarios. The goal is to 
“inoculate” Soldiers to stress as they practice and apply skills they are developing for stress management, 
decision making, and teamwork. Implementing EBAT exercises and collecting the required data would be 
needed to validate stress levels during team training. The methods described in this paper are based on the 
training from subject matter experts defining the required criteria and determining the effect of stress on 
the outcomes and performance. A recommendation that could complement this method of stress evaluation 
would be to introduce virtual reality into a GIFT environment and instrument each Soldier with sensors 
collecting pertinent biometric data. The data collected in a cross-referenced AAR could potentially increase 
the confidence of the training results and provide valuable feedback.   
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Future Research  

Team training environments are highly complex and, as in all training, the context is a significant enabler 
of the effectiveness of architectural approaches. With this in mind we provide the following 
recommendations for future research: 

● Research, define, and standardize primitive verbal and non-verbal behavioral markers to support 
the interoperability of team assessment methods across adaptive instructional systems. 

● Research and develop methods to automatically detect and recognize primitive behaviors and build 
maps to recognize compound behaviors. 

● Evaluate the effectiveness of adaptive instructional system interventions in team training and 
develop methods to automatically reinforce their decision-making to optimize team performance 
and learning.  

● Evaluate implementing both virtual reality and sensors that would monitor team member vital 
biometric data at specific events and study how combining the biometric data and competency 
based data could potentially improve the impact of competency-based adaptive training.  
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CHAPTER 9– A MEASUREMENT FRAMEWORK FOR DEVELOPING 
RESILIENCE WITH COMPETENCY-BASED SCENARIOS 

 
Joan H. Johnston1, Debra Patton2, and Anne M. Sinatra1      
DEVCOM Soldier Center1, DEVCOM Data Analysis Center2 

 

Introduction 

The U.S. military has invested considerable resources in developing methods to enhance stress resilience 
in Warfighters. In the last decade, the U.S. Army began implementing a ready and resilient policy for 
Soldier support programs and research efforts focused on developing Soldier resilience (O’Keefe, 2014). 
A major focus of this program has been developing training interventions and technologies to accelerate 
resilience development (e.g., Patton et al., 2018a). Currently the Generalized Intelligent Framework for 
Tutoring (GIFT) researchers are developing technologies that reliably collect attitudinal, behavioral, and 
physiological data obtained from collective training simulations using competency-based scenarios for the 
Synthetic Training Environment (Goldberg et al., 2021). A major goal is to produce real-time feedback and 
after action reviews (AARs) that accelerate Soldier and team competencies to include stress management 
skills. 
 
To support these efforts, we propose that a robust theoretical framework is needed to better define individual 
and team resilience performance indicators, specify how and when it develops, guide developing valid and 
reliable measures, and inform competency-based training interventions that optimize skills development. 
Bowers et al. (2017) proposed that team resilience is a complex, multi-level, dynamic construct because it 
is influenced by and mediates both individual and team behaviors.  They developed a theoretical framework 
with individual, team and organizational inputs, processes, emergent behavioral states (such as team 
cohesion and efficacy), and outcomes (e.g., evidence of resilience). Emergent team states result from team 
interaction processes under stress that in turn represent a second order emergent factor of team resilience 
that influences individual, team and organizational outcomes. They define emergence of team states as “a 
dynamic process engaged in during significant adversity resulting in positive adaptation” (Bowers et al., 
2017, p. 9).  In this chapter we applied their model to a team training use case to create an initial framework 
for measuring individual and team resilience. We discuss implications for using this approach in developing 
competency-based scenarios and GIFT design, and provide future research recommendations.  

Squad Overmatch Use Case 

Starting in 2013, the Army’s Squad Overmatch (SOvM) research program conducted a series of studies and 
experiments to improve dismounted Soldier tactical combat casualty care (TC3) (Johnston et al., 2019; 
Johnston et al., 2021, this book). The Stress Exposure Training (SET) method (Driskell et al., 2008) was 
used to design competency-based scenario events that would elicit advanced situation awareness, 
teamwork, and stress management behaviors from Soldiers in a squad formation with an embedded medic 
to improve performing the TC3 tasks (see Johnston et al., 2021, this book for further details). Five training 
scenarios (B1 and B2 in the Army’s Virtual Battlespace 3 (VBS3) team training simulation and M1, M2, 
and M3 in an outdoor urban training facility) were developed with the SET method so that successive 
scenarios had more combat stress incidents than the previous one. For example, M3 had almost twice as 
many combat incidents as M2. Combat stressors included improvised explosive devices, a suicide vest 
explosion, sniper shootings, and Soldier and civilian injuries that were simulated in VBS3, and then 
implemented as realistic simulation devices and with role-players in the live exercises. The eight 
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participating U.S. Army infantry squads were moderately to very experienced. Four squads participated in 
two days of classroom instruction with the two VBS3 scenarios, and then completed the three live training 
exercises over 1.5 days. During classroom instruction Soldiers learned how the three skill areas could 
improve their ability to perform TC3, and then focused on developing and applying these skills during the 
increasingly stressful scenarios. Squads were trained to use team self-correction in their AARs to encourage 
identifying and discussing skill areas needing improvement and set performance improvement goals for the 
next scenario.  Measures of learning, self-reported stress, team perceptions, physiological responses, and 
observations of advanced situation awareness, teamwork, and TC3 behaviors were repeatedly collected 
throughout training. The same measures were collected while the four control condition squads received 
one day of conventional tactical training in the enhanced M2 and M3 scenarios. The two conditions were 
compared based on measures collected before, during, and after the M2 and M3 scenarios as reported in 
Johnston et al. (2019) and Patton et al. (2018b). It was expected that squads receiving SOvM training would 
perform better in the live scenarios than the control condition squads, and would improve their performance 
despite M3 having more stressful events. In the next sections we discuss research findings within the context 
of the Bowers et al (2017) framework.  

Measurement Framework for Building Individual and Team Resilience 

Individual Resilience 
 
Table 1 lists the SOvM measures categorized as inputs, processes, emergent states, and outcomes for 
individuals.  
 

Table 1. Measures of individual inputs, processes, emergent states and outcomes. 
  

Inputs Processes* Emergent States Outcomes 
• Pre-training motivation 
• Ways of coping 
• Trait-based perceived stress  
• Physiological baseline 

measures for heart rate and 
heart rate variability 

• Soldier experience 
• Baseline self-reported skill 

levels 
• Baseline objective knowledge 

levels  

• Stress 
management 

• Controlled 
breathing 
methods 

• Social support 
• Mental 

simulation 
• Mindfulness 

• Situational Self 
Efficacy - Individual  

• Perceived stress 
• Self-reported 

cognitive workload 
• Physiological 

responses 

• Change in self-
reported skill levels 

• Change in objective 
knowledge levels 

 
*Note: Not systematically measured in the SOvM study. 
 
Inputs 
 
Individual inputs are traits that mitigate the effects of stress and allow one to “bounce back” quickly 
following a stressor event.  A positive adaptation to stress is seen as an improvement in stress responses 
following a stressful event, in contrast to recovery from stress or a return to the same baseline before the 
stressor (Raetze et al., 2021). Input measures we identified in the SOvM study were pre-training motivation, 
ways of coping, trait-based stress reactions, physiological measures for heart rate and heart rate variability, 
Soldier experience, baseline self-reported skills, and baseline objective knowledge. Patton et al. (2018b) 
found about the same high levels of pre-training motivation in both groups. They also found Soldiers that 
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received the conventional tactical training scored higher on problem focused coping, had lower levels of 
anxiety and frustration, and expressed higher levels of risk taking.  
 
Processes 
 
Stress management, controlled breathing methods, social support, mental simulation, and mindfulness are 
thought of as effective, adaptive behavioral processes that when invoked during stressful experiences 
reduce negative stress responses (Bowers et al., 2017; Raetz et al., 2021). The SOvM study employed 
training strategies for these behaviors to enable Soldiers to adapt during the training scenarios. However, 
assessing observable changes in Soldier and team stress levels and responses presented significant 
challenges to providing feedback to squads on whether their overall stress resilience changed or improved.  
The first and second authors of this chapter were project leads on the SOvM study and witnessed stress and 
resilience subject matter experts (SMEs) reporting that while observing teams during the exercises they had 
heard some members trying to help manage other teammate stress responses by saying “how are you 
doing?”, or “are you doing o.k.? or “take a knee”, or “stay focused on what’s important now.” Generally, 
however, the SMEs reported they were not able to reliably observe Soldier stress responses during the 
exercises. During the AARs the Soldiers described how they implemented their own stress management 
skills, recalled and recounted their experienced stress reactions, as well as described how they managed 
their reactions, how other team members helped them manage, and then set personal stress management 
goals for the next exercise. 
 
Individual Resilience as a second order emergent state 
 
Bowers et al. (2017) proposed emergent team states as cognitive, motivational, and affective states that 
emerge from team member interactions, but did not specify individual emergent states. Nevertheless, 
drawing from the individual resilience research they cited, we adapted the model to include individual 
resilience as a second order emergent state. Perceived stress states, physiological responses, individual 
situational self-efficacy, and cognitive workload are typical measures of stress responses and we propose 
this cluster of constructs represent a second order factor of individual resilience. The SOvM findings 
indicated Soldiers in both conditions had a fairly resilient response to the most difficult scenarios. Patton et 
al. (2018b) found similar, unchanging high levels of individual self-confidence. All Soldiers experienced 
significantly higher levels of dysphoria (a combined measure of depression, hostility, and anxiety) and 
sensation seeking after both scenarios. Patton et al. (2018b) indicated these reactions were within the range 
of moderate stress levels based on the statistical norms established for these measures. All Soldiers reported 
low to moderate levels of cognitive workload after each scenario with a small, significant decrease in 
cognitive workload from M2 to M3.  Patton et al. (2018b) reported physiological differences with the SOvM 
trained Soldiers experiencing significantly higher heart and respiration rates during M2, and then finding 
that heart rate was significantly lower and respiration rate significantly higher during M3.  
 
Outcomes 
 
Outcomes in the Bowers et al. (2017) model are positive indicators of resilience to include psychological 
and physical health, positive social interactions, and sustained cognitive ability. These appear to be distal 
rather than proximal measures that indicate resilience is sustained over some period of time. Measures were 
only collected from Soldiers after the last scenario. Change in knowledge levels were assessed with 
Johnston et al. (2019) finding the SOvM trained Soldiers reported significantly higher skill levels compared 
to their pre-training baseline and to squads in the conventional training condition, and demonstrating 
significantly higher knowledge levels on multiple choice tests. The squads receiving conventional training 
reported significantly higher skill levels, but no changes were found in their objective knowledge levels 
from the baseline. 
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Team Resilience 
 
Table 2 lists the SOvM measures categorized as inputs, processes, emergent states, and outcomes for teams.   
 

Table 2. Team measures as inputs, processes, emergent states and outcomes. 

Inputs Processes Emergent States Outcomes 

• Team Tactical 
Expertise 

• Team 
familiarity  

• Advanced Situation 
Awareness behaviors 

• Teamwork behaviors 

• Situational Self Efficacy –
Team  

• Perceived Team Efficacy 
• Perceived Team Cohesion 
• Perceived quality of team 

processes 
• Perceived quality of team 

performance 
• Perceived Shared 

Situation Awareness 
• AAR Climate (Culture) 
• Team Self-Correction 

behaviors during AAR 
• Team Knowledge 

Emergence 
 

• Improved Tactical 
Performance 

Inputs 
 
Bowers et al. (2017) describe team inputs as stress mitigating factors at the team level to include trust, group 
norms, communication methods, membership stability, and psychological safety. Team tactical expertise 
and familiarity are listed as inputs assessed in the SOvM study that we considered as proxies for 
membership stability and group norms. Johnston et al. (2019) reported that nearly all participants in both 
conditions had served in their current position as an infantry Soldier an average of 7 months, with a range 
of having served in that position between zero and two and half years. About 75% to 80% of Soldiers 
reported some familiarity with other members of their squad and about two-thirds reported having had 
Combat Lifesaver (CLS) training. 
 
Processes 

The teamwork (initiative/leadership, backup, information exchange, proper communications) and advanced 
situation awareness behaviors (gathering and sharing information) assessed in the SOvM study are 
identified by Bowers et al. (2017) as team and organizational processes. Johnston et al. (2017) reported the 
SOvM training improved team processes, with the trained squads performing significantly more advanced 
situation awareness and teamwork tasks (up to 33% and 27% more on M3, respectively) than the control 
condition squads.    
 
Team resilience as a second order emergent state 

The emergent states measured in the SOvM study are a fairly good representation of what Bowers et al. 
(2017) had proposed. Johnston et al (2019) found Soldiers in both conditions reported similar, high levels 
of team situational self-efficacy, efficacy, cohesion, action processes, and performance. Situational self-
efficacy was unchanged, but the other four measures showed a slight but significant increase between M2 
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and M3. Both conditions reported high levels of shared situation awareness that had a slight but significant 
increase between M2 and M3, with the experimental condition reporting significantly greater shared 
awareness than the control. The experimental condition teams demonstrated significantly more indicators 
of knowledge emergence across scenario events that increased from M2 to M3. Both groups reported high 
levels of positive reactions to the AAR, but the experimental condition squads exhibited significantly more 
team self-correction behaviors (up to 43% in the M3 AAR).  
 
Outcomes 

As noted above, the SOvM study was limited to collecting proximal outcomes from Soldiers which in this 
case was TC3 performance. Johnston et al. (2019) reported the experimental squads demonstrated 
significantly more TC3 behaviors (up to 41% more in M3) than the squads with conventional training 
indicating the SOvM training was effective.  

Conclusions 

Framing the SOvM study measures at both the individual and team levels created greater clarity in understanding 
measures of resilience at both levels of analysis. It was a unique opportunity to create a fairly robust “resilience 
readiness profile” of attitudes, cognitions, and behaviors for intact U.S. Army squads having substantial tactical 
experience and team familiarity. Taken together the individual and team resilience results indicated Soldiers and 
squads were fairly resilient. The findings can serve as normative data for comparison with other infantry squads. 
Additional analyses should be conducted to learn more about the relationship of baseline inputs at pre-training with 
the development of emergent states and outcomes; and factors in the model that distinguish Soldiers with higher levels 
of learned skills from those that do not. Future studies should include assessing resilience processes and post training 
proximal and distal outcome measures to assess how resilience is retained and lost.  

Implications for GIFT and Research Recommendations 

The resilience model and SOvM research findings can inform GIFT architecture developers. The following 
research questions should be explored:  

• How should instructional strategies for developing resilience inform competency-based scenario 
design in GIFT? 

• How should GIFT collect measures before, during, and after resilience training with competency-
based scenarios? 

• How does GIFT incorporate individual and team level measures of resilience to create resilience 
readiness profiles? 

The distinction between individual and team measures identified in the SOvM study could be used as a 
worked example guide for developing team functionality in GIFT. GIFT is in the process of developing 
team tutoring functionality, which requires implementing changes and features in areas including but not 
limited to authoring tools, data processing, data extraction, and computer synchronization during tutoring. 
As team tutoring works best with real-time assessment of learner states, utilizing individual measures and 
understanding how they combine into/contribute to team level measures is a helpful process/exercise that 
can assist with real-time calculation in GIFT. By having real-time assessment of both individual and team 
processes in GIFT for resilience measures it can improve the system’s ability to adapt in different situations. 
While all team scenarios are not the same, the lessons learned and ways that resilience measures are broken 
down can be used as a starting point for implementing both individual and team resilience measures in 
GIFT. There is also the possibility of standardizing outcome surveys and measures in GIFT that are in line 
with resilience measures at both the individual and team level. These implementations can assist in 
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addressing the research questions above, in addition to providing tools for instructors to use as they develop 
their competency-based scenarios in GIFT.  

References 

Bowers, C., Kreutzer, C., Cannon-Bowers, J., & Lamb, J. (2017). Team resilience as a second-order emergent state: 
a theoretical model and research directions. Frontiers in Psychology, 8(1360). Retrieved from 
https://www.frontiersin.org/articles/10.3389/fpsyg.2017.01360/full 

Driskell, J. E., Salas, E., Johnston, J. H., & Wollert, T. N. (2008). Stress exposure training: An event-based 
approach. In P.A. Hancock & J.L. Szalma (Eds). Performance Under Stress (pp. 271-286). London: 
Ashgate.  

Goldberg, B., Owens, K., Gupton, K., Hellman, K., Robson, R., Blake-Plock, S., & Hoffman, M. (2021). Forging 
competency and proficiency through the synthetic training environment with an experiential learning for 
readiness strategy. In the annual Proceedings of the Interservice/Industry Training, Simulation, and 
Education Conference [CD-ROM], Orlando, FL. Arlington, VA: NTSA. 

Johnston, J. H., Phillips, H. L., Milham, L. M., Riddle, D. L., Townsend, L. N., DeCostanza, A. H., Patton, D. J., 
Cox, K. G. & Fitzhugh, S. M. (2019). A team training field research study: Extending a theory of team 
development. Frontiers in Psychology, 10, 1480. 

Johnston, J.H., Sottilare, R., Kalaf, M., & Goodwin, G. (2021). Training for team effectiveness under stress. In 
Sinatra, A.M., Graesser, A.C., Hu, X., Goldberg, B., Hampton, A.J., & Johnston, J.H. (Eds.). (2022). 
Design Recommendations for Intelligent Tutoring Systems: Volume 9 – Competency-Based Scenario 
Design. Orlando, FL: US Army Combat Capabilities Development Command – Soldier Center.   

Johnston, J.H., Townsend, L.A., Gamble, K., Fitzhugh, S., Milham, L., Riddle, D., Patton, D., Phillips, H., Ross, B., 
Butler, P., & Wolf, R. (29 March 2017). Squad Overmatch: Phase 2 Final Report. Orlando, FL: Program 
Executive Simulation, Training and Instrumentation Command. 

O’Keefe, G.B. (19 July 2014). Training Comprehensive Soldier and Family Fitness (Army Regulation 350-53). 
Arlington, VA: Department of the Army Headquarters. 

Patton, D., Johnston, J., Gamble, K., Milham, L., Townsend, L., Riddle, D., & Phillips, H. (2018b). Training for 
Readiness and Resilience. In the Proceedings of the International Conference on Applied Human Factors 
and Ergonomics (pp. 292-302). Springer, Cham. 

Patton, D., Townsend, L., Milham, L., Johnston, J., Riddle, D., Start, A. R., Adler, A.G., & Costello, K. (2018a). 
Optimizing team performance when resilience falters: An integrated training approach. In the Proceedings 
of the International Conference on Augmented Cognition (pp. 339-349). Springer, Cham. 

Raetze, S., Duchek, S., Maynard, M. T., & Kirkman, B. L. (2021). Resilience in Organizations: An Integrative 
Multilevel Review and Editorial Introduction. Group & Organization Management, 46(4), 607-656. 

  



 
 

81 
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SYSTEMS  
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Introduction  

Teams are a challenge to train, and as they get larger it becomes even more difficult. First, all team members 
have to be available at the time of training. Second, the difficulty in finding a time when all are available 
increases with team size. Indeed, in large teams it is unlikely that a date/time can be found that satisfies 
scheduling constraints for all participants, and thus there will be absences. When absences occur, subject 
matter experts or confederates can be hired to fill roles that were unable to attend, further driving up team 
training costs. 

Synthetic teammates have been proposed as an approach to help facilitate team training, reduce associated 
costs, and tailor training to teams’ deficiencies. Synthetic teammates, defined as intelligent systems capable 
of participating on a team, must work closely with team members to accomplish a common goal through 
deliberate coordination and have some ownership of a task, or tasks that are required to successfully 
complete the team’s goal. Synthetic teammates may either closely approximate human cognitive processes 
(e.g., cognitive model), have little relationship to human cognitive processes, or some combination of the 
two. A potential benefit of synthetic teammates is the opportunity to use them to influence both individual 
and team skill acquisition (Cooke et al., 2013). 

The purpose of the current chapter is to consider design recommendations and intelligent system 
requirements for a generalized intelligence framework for individual and team intelligent tutoring systems 
(ITSs). To this end, results from previously published research on the empirical evaluation of a synthetic 
teammate within a Remotely Piloted Aerial System (RPAS) are presented to frame design 
recommendations.  

Method      

The study in question, Myers et al. (2019) contextualizes the foundational capabilities within synthetic 
teammates to frame requirements and improvements in ITSs for teams. In the current section, the synthetic 
task environment used for conducting team experiments is described, followed by a description of a 
synthetic teammate capable of performing as a team member within the task environment. The section 
concludes with a description of a synthetic teammate evaluation study conducted to determine the efficacy 
of synthetic teammates on human teammate coordination and performance at the team and individual levels 
of analysis.  

Synthetic Task Environment 

The team task was an RPAS reconnaissance task that required three team members to work together to 
photograph ground-based targets. The RPAS–Synthetic Task Environment (RPAS-STE) has been widely 
used for the study of team cognition (Cooke et al., 2013; Cooke & Shope, 2004; Gorman et al., 2006; 
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McNeese et al., 2017; Myers et al., 2019). The RPAS-STE task was modeled after team task components 
from the United States Air Force Predator ground control station (Cooke & Shope, 2004). Within the RPAS-
STE, three participants are assigned to the role of pilot, photographer, or navigator. Individuals are first 
trained on the tasks specific to their roles and then come together to work as a team to complete five 40-
minute reconnaissance missions. The task requires teammates to communicate information necessary to 
successfully achieve the objective of photographing as many ground-based targets as possible.  

Each participant is seated in front of two computer monitors that display unique task information and 
common vehicle information (heading, speed, altitude). Team member interaction occurs through text-
based communications similar to instant messaging and email, enabling the recording of sender/receiver 
identities and timing. Team and individual measures have been designed, validated, and embedded in the 
task software (Cooke et al., 2013). To objectively determine team performance, a composite outcome score 
is computed for teams at the end of each 40-minute mission based on the number of targets successfully 
photographed and the duration of warnings and alarms incurred. Data have been collected from eight 
different experiments in the RPAS-STE leading to the development of a theory of interactive team cognition 
(Cooke et al., 2013). Consequently, the RPAS-STE provides a well-understood task for developing and 
objectively evaluating Autonomous Synthetic Teammates (ASTs).  

Synthetic Teammate 

A synthetic teammate was developed to perform the pilot’s tasks and to participate as a team member (Ball 
et al., 2010; Rodgers et al., 2013). The evaluated synthetic teammate was developed to closely approximate 
humans and to determine if its human team members performed as well, better, or worse compared to all-
human teams. Consequently, the synthetic teammate was developed using the Adaptive Control of Thought–
Rational (ACT-R) computational cognitive architecture (Anderson, 2007)—a high-fidelity simulation of 
human cognitive capacities that can account for a broad range of human cognitive phenomena (see 
http://act-r.psy.cmu.edu/).  

The ACT-R architecture is an example of a unifying computational cognitive architecture, where cognition 
revolves around the interaction between a central procedural system and multiple modules. There are 
modules for vision, audition, manual motor movement, declarative memory, and the model’s current goal. 
Each module contains a buffer that can store one piece of information at a time. Modules are capable of 
massively parallel computation to obtain chunks.  

The procedural memory system is a set of state-action rules, or production rules, that respond to the state 
of the buffer contents and act by manipulating buffer contents and/or the task environment. Only one 
production rule can fire at a time, and each rule within ACT-R takes 50 ms to fire. The central procedural 
system acts as a bottleneck, as all information passed between the buffers must go through the procedural 
memory system. 

ACT-R is a hybrid cognitive architecture, containing symbolic and sub-symbolic systems. For example, 
chunks within declarative memory each represent a memory that has associated quantities calculated when 
a memory retrieval is attempted. One such quantity, activation, results from sub-symbolic computations 
regarding the recency and frequency of use of the chunk, its relevance to chunks in other buffers, and 
inherent processing noise within the memory system (Anderson, 2007). Activation values are used to 
determine if a chunk is retrieved from declarative memory, and if so, how long the retrieval takes, in 
milliseconds. The chunk with the highest activation above a predefined threshold is the one that is retrieved. 



 
 

83 
 

 

Figure 1. The ACT-R architecture and its modules (left) and the synthetic teammate capacities (right) 
developed using the ACT-R architecture. 

The synthetic teammate was developed within the ACT-R architecture and contains a set of cognitive 
systems enabling it to operate as a teammate within the RPAS-STE. The integrated systems include 
language comprehension and generation, agent-environment interaction, situation awareness, and dialog 
management (Figure 1). Each system within the synthetic teammate uses ACT-R’s procedural and 
declarative memory systems. In addition, the agent-environment interaction component uses ACT-R’s 
perceptual-motor capabilities to interact with the synthetic task environment and passes visually encoded 
information on to the other components. For example, the agent-environment interaction component uses 
ACT-R’s perceptual module to attend to visual objects in the RPAS-STE, its declarative memory to identify 
the type of object that has been attended, its production system to determine what action to take given the 
encoded object, and its motor system to produce an action in the RPAS-STE (e.g., keyboard input, mouse 
movement, etc.). Once the synthetic teammate reached a point in its development that it could complete 
multiple 40-minute missions, it was integrated as the RPAS-STE pilot to evaluate team and individual 
performance. 

Empirical Evaluation 

To determine if the synthetic teammate could provide enough task skill and communication capabilities to 
facilitate behavior at the team and individual levels of analysis, we manipulated team composition using 
three between subjects conditions: synthetic, experimenter, and control (Myers et al., 2019). The control 
condition was a task-naive all-human team. The experimenter condition had an expert human serve as the 
RPAS-STE pilot with task-naive human photographers and navigators. The synthetic condition had the 
synthetic teammate performing as the pilot, also with task-naive human photographers and navigators.  

In the experimenter condition, the expert pilot focused on effective coordination of information within the 
team. The role and instruction given to the pilot in this condition were the same as the other two conditions, 
the only difference being they were experienced at coordinating task-specific information within and among 
the team. Specifically, the pilot in this condition would push and pull information among the team members 
if information was not given after a set amount of time, or if it was not forthcoming. To ensure that 
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coordination occurred in a structured and routine manner across all teams, the pilot used a coordination 
script. This script consisted of if–then statements dependent on the task itself. For example: If the 
photographer does not request a certain airspeed or altitude of a reconnaissance target within one minute, 
then the pilot asks if the current speed and altitude are correct. The increased reliability of pushing and 
pulling information throughout the team in this condition is hypothesized to increase team performance. In 
addition, the experimenter condition provided a high-level benchmark for how an extremely high 
performing and expert AST should perform for training advanced teams. Where the AST pilot performance 
differs from a novice pilot provides an opportunity to better understand the weaknesses of the AST for 
focused improvement.  

 

Figure 2. Synthetic Teammate empirical evaluation results at the team (i.e., team performance, waypoint 
efficiency) and task (i.e., navigator and photographer performance) levels of analysis. 

Individuals were randomly assigned to form teams of three and then randomly assigned to each condition. 
Each team completed five unique missions, with the last mission being one of high cognitive workload 
(many more targets than missions 1-4). There were ten teams per team composition condition. To 
objectively determine the effects of the AST, performance was compared between conditions across 
individual and team reconnaissance tasks. We first present results from the team. 

Results 

Teams were evaluated on their team-level performance, the speed with which the team photographed 
waypoints upon arriving at them (i.e., waypoint efficiency), and their individual task performance 
(navigation and photography). While other analyses have been conducted and are certainly important, these 
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analyses have been selected to demonstrate challenges with developing flexible, reliable, and trainable high-
cognitive-fidelity instructors, tutors, and training teammates within complex systems and tasks.  

There are three important takeaways from the empirical evaluation of the synthetic teammate. First, teams 
with the synthetic teammate performed as well as the control teams, yet not as well as the experimenter 
teams (see Figure 2, top-left plot). Second, teams with the synthetic teammate were not nearly as efficient 
as all-human teams considered together (control and experimenter) at obtaining photographs at waypoints 
(see Figure 2, top-right plot), decreasing in performance with increasing numbers of visited targets. Third, 
teammates that completed missions with the synthetic teammate (i.e., navigators and photographers) 
performed their tasks at a level of performance statistically indistinguishable from navigators and 
photographers who worked with naive human pilots (i.e., the control condition; see Figure 2, bottom plots). 
This is an important demonstration of a synthetic teammate supplanting a human operator and maintaining 
team and individual effectiveness. While this is a first and necessary step, we must next directly address 
the question of training by testing navigator and photographer in all-human teams after learning the task 
with an AST. 

Discussion and Lessons Learned 

The purpose of the research on synthetic teammates was to empirically determine their effects on human 
team members and what cognitive capacities were necessary for participating as a team member. While 
synthetic teammates have had some success (Myers et al., 2019), there remain challenges (McNeese et al.,      
2017). Results demonstrated that a synthetic teammate does not necessarily prevent its human counterparts 
from reaching the same level of performance as novice all-human teams (i.e., control). However, there is 
still much room for improvement if you compare teams with the synthetic teammate to teams with the 
experimenter participating as an expert pilot (synthetic vs. experimenter conditions in bottom plots of 
Figure 2). Indeed, identifying and correcting the gaps within the synthetic teammate will contribute to the 
development of a generalized intelligent framework for tutoring. 

Based on the research, development, and evaluation of the synthetic teammate, there are three areas where 
their capabilities could be improved significantly. First, synthetic teammates must be capable of adapting 
their communication patterns to their team members to facilitate the establishment, maintenance, and repair 
of common ground as well as the adoption and use of novel terms and abbreviations introduced by team 
members (Clark & Wilkes-Gibbs, 1986). The ability to communicate information to team members in a 
settled on and expected structure has been theorized to facilitate information processing efficiency, and 
there appears to be a connection between the ability to adapt communications and the acquisition of skill at 
the team level of analysis (Bibyk et al., 2021). 

Second, the development costs for synthetic teammates are too high to quickly develop and integrate 
synthetic teammates into complex tasks. The synthetic teammate discussed in this chapter was initiated in 
2007 and its empirical evaluation completed in 2015, and was developed by a team of six technical experts 
and supported by dozens of others (e.g., empirical evaluation data collection, data analyses, etc.; Ball et al., 
2010; McNeese et al., 2017; Myers et al., 2019; Rodgers et al., 2013). This is simply too costly in time and 
resources. While the achievement of the synthetic teammate demonstrates the art of the possible, we must 
now determine approaches that minimize the time for their development and reduce the requirements of 
technical expertise to improve development times from eight years to eight days. 

Finally, synthetic teammates will never have all of the relevant knowledge they need to perform their 
specified tasks. Try as a development team might, some information important to completing the specified 
task or interacting with teammates will be overlooked. This is unavoidable and a consequence of the 
knowledge engineering bottleneck (Feigenbaum, 1980). To minimize the effects of absent information on 
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task and team performance, the research and development of cognitive processes to detect and resolve gaps 
in requisite task and team interaction knowledge needs to be conducted (Bajaj et al., 2021; Schmidt, 2020). 
The integration of such metacognitive processes would facilitate independent knowledge acquisition 
capabilities and help to mitigate synthetic teammate frailties based on insufficient task and world 
knowledge. 

Recommendations and Future Research 

Based on the lessons learned, three areas for future research and capabilities within the Generalized 
Intelligent Framework for Tutoring (GIFT) are recommended. First, any ITS based on GIFT that must 
communicate with human trainees through natural language must be capable of establishing, maintaining, 
and repairing common ground between the ITS and the human trainee. This capability will facilitate task 
and team skill acquisition. 

The second recommendation for research and GIFT capabilities revolves around reducing the development 
costs of ITSs. One potential approach is to develop GIFT-based ITSs through demonstration and instruction 
(Kirk & Laird, 2014; Laird et al., 2017). Another very similar approach is to provide GIFT-based ITSs with 
a set of written instructions on how to accomplish both taskwork and teamwork (Eberhart et al., 2020; 
Kupitz et al., 2021; Salvucci, 2021). The common goals across each of these approaches is a reduction in 
human knowledge engineering requirements, the large teams of experts for creating the synthetic 
teammates, as well as their development times. The ability for GIFT-based ITSs to learn new tasks through 
instruction for which they will be tutoring trainees will help to reduce their brittleness, improve their 
generality, and reduce their costs. 

Finally, methods and processes for detecting and identifying gaps in a systems knowledge could be 
leveraged in GIFT-based ITSs to help identify such knowledge gaps in trainees’ knowledge. Indeed, such 
abilities are already available in ITSs, but are mostly based on knowledge gap identification through 
observable behavior (actions applied to graphical user interfaces, eye movement sequences, etc.); however, 
tracking trainee knowledge gaps based on other sources of information, such as through ITS-trainee 
communications and observable behavior would improve the ability to identify potential causes of trainee 
failures and resolve the gaps in knowledge that led to them. 

Conclusions 

The current chapter covered empirical research on the development of synthetic teammates for team 
training. Through the results of the empirical research, weaknesses within the synthetic teammate were 
identified and presented. The proposed research to overcome these failures in synthetic teammates are also 
applicable to GIFT-based ITSs. 
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Introduction 

Intelligent tutoring systems (ITSs) have made great strides in teaching cognitive skills, including math 
(Koedinger et al., 1997; Koedinger & Corbett, 2005; Koedinger & Corbett, 2006), reading (Mills-Tettey, 
et al., 2009; Wijekumar et al., 2005;) and computer literacy (Guo, 2015; Olney et al., 2017;). Recent 
research has begun to extend these techniques to interpersonal skills such as public speaking (Chollet et al., 
2014), medical interviews (Pataki, 2012; Stevens, 2006), collaborative problem solving (Graesser et al., 
2018) and negotiation (Gratch et al., 2016; Kim et al., 2009). An extensive body of research has documented 
the benefits of ITSs for cognitive skill development, but relative to this, research on ITSs for interpersonal 
skills is still in its infancy. This chapter highlights our efforts in adapting ITS techniques to teaching 
negotiation.  
 
Negotiation is a crucial interpersonal skill. Students entering the modern workforce must successfully 
interview, negotiate their salaries and job responsibilities, work in teams, resolve conflicts and solve 
problems creatively and collaboratively. Such interpersonal skills are rarely assessed or taught in the 
classroom, and little research has explored the potential for automated tutoring of these foundational social 
skills. The US Academy of Sciences and the World Economic Forum identify negotiation as a foundational 
social skill essential for the future of work through its impact on organizational creativity and productivity 
(Forum, 2016; National Academies of Sciences, 2016). Deficits in negotiation ability contribute to the 
underrepresentation and lack of advancement of women and minorities in STEM fields (Goldman, 2012; 
Morela Hernandez, 2016).  
 
Just as with cognitive skills like math, social skills are taught with a mixture of instruction, practice 
exercises and feedback. But as interpersonal skills are fundamentally social, practice typically involves 
pairing up and practicing skills with other students.  Typically, negotiation skills are taught through a 
mixture of formal and experiential learning. After a lecture introducing some specific negotiation principles, 
students form pairs or small groups and practice through loosely-structured roleplaying exercises. As the 
students negotiate with one another in these exercises, the instructor walks around the room, observing and 
evaluating how well students apply the principles that were just introduced. Afterwards, an instructor might 
initiate general class discussions highlighting specific individuals’ successes and failures. This use of 
negotiation exercises aligns with an experiential theory perspective, suggesting that learning occurs when 
students are able to practice and then reflect upon their performance (Kolb & Kolb, 2012), especially 
compared to best practices. An important limitation to this common method of instruction is that, although 
the lecture-then-exercise format encourages student practice, little emphasis is placed on personalized 
feedback. Instructors’ attention is limited, and they do not have enough bandwidth to evaluate all students’ 
use of the negotiation principles, especially in large classes. This is problematic as receiving constructive 
personalized feedback is integral to skill development (Hattie & Timperley, 2007; Johnson et al., 2017). 
Furthermore, when attempting to reflect on their negotiation skills without such personalized feedback, 
students might try to improve their skills through observing others, which may lead to imitating suboptimal 
strategies (i.e., the blind leading the blind). Finally, these courses are labor intensive and quite expensive. 
Two of the most well-known programs are the Harvard Program on Negotiation and Northwestern 
University's Conflict Resolution Institute training program. Programs such as these can range anywhere 
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from $3000 to $10,000 for a two to four-week course, a sum the average American cannot afford (Durante 
et al., 2017).  
 
ITSs have the potential to address these concerns, lower costs, and increase access to negotiation training, 
however the key challenge is understanding and assessing the rich spoken communication that students use 
during their peer-exercises. One solution, and the one we advocate in this chapter, is the development of 
“virtual role-players” that allow students to practice negotiation skills with a computer-controlled partner. 
These are computer-controlled agents that can serve as a credible negotiation opponent, allow students to 
exercise classroom concepts, assess their mastery of key concepts, and provide the basis for providing 
personalized feedback. Virtual role-players have several potential advantages over peer partners. Computer 
agents can provide a more consistent partner that is designed to evoke “teachable moments” (Kapur, 2008; 
VanLehn, 2003). They can be instrumented to capture important aspects of student behavior. They have 
also been shown to reduce some of the social anxiety that can serve as a barrier to enrolling in training 
(Gratch et al., 2016). 
 
Mere practice with a virtual negotiation partner can improve skills (Gratch et al., 2016; Lin et al., 2009), 
but for systems to be most effective as learning tools, they must both allow negotiators to practice and 
provide personalized feedback. This feedback is important in helping participants to reflect on (and 
improve) their performance. Accordingly, in the current work, we extend one of these previous systems 
(Gratch et al., 2016) to provide personalized feedback based on whether students adhere to principles of 
good negotiation. We argue that this feedback should be grounded in well-established negotiation 
principles. Therefore, participants first negotiated with a virtual human negotiation partner, and then were 
provided personalized feedback using negotiation principles established by Kelley (Kelley, 1966). 
Importantly, these principles have been quantified through automated methods (Johnson et al., 2017). Here, 
we take the important next step: we empirically test the impact of providing students such automated 
feedback about their negotiation skills.  
 
In this chapter, we describe an approach to negotiation which borrows methods from Cognitive Tutoring 
(Koedinger & Corbett, 2005; Koedinger & Corbett, 2006), an ITS method that utilizes a cognitive model 
to diagnose student actions and inform feedback on the correctness or incorrectness of their choices. We 
then outline two studies that demonstrate the potential of this approach. The first proof-of-concept study 
explores the viability of this approach in a spoken-language negotiation using a “puppeted” opponent (a 
virtual character controlled through a Wizard-of-Oz setup interface). The second study demonstrates the 
successes of the approach with a fully-automated web-based negotiation agent. Each study allows students 
to practice their skills on a conventional negotiation exercise, during which we can measure students’ 
negotiation skills using established automated methods (Johnson et al., 2017). Using this design, we can 
empirically assess whether or not this feedback impacted their negotiation skills, and outcomes, in the 
subsequent negotiation. Specifically, we hypothesized that 1) personalized feedback can be used to cultivate 
key negotiation skills in subsequent negotiations, as measured by automatic metrics  (Johnson et al., 2017), 
and 2) personalized feedback will help students to obtain better outcomes in negotiations after receiving it 
(compared to before). This chapter is structured as follows: We begin with an overview of cognitive tutors 
and model-based diagnosis. We next review some general principles of negotiation that inform our model 
of ideal negotiator behavior. From there we show how these principles can be quantified and measured by 
an automated system. Next we provide the study design and methods used to assess the impact of feedback. 
We then present our results followed by discussions and recommendations.  

Model-Based Diagnosis of Negotiation Skills 

Cognitive Tutors (Koedinger & Corbett, 2005; Koedinger & Corbett, 2006; Koedinger et al., 1997) are a 
common ITS approach used to teach “hard” skills like math or physics.  The key idea is that the tutor has 
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cognitive models of the skill to be learned. The tutor includes both models of the skill that is ideally executed 
by students, but also models of common mistakes. For example, in the domain of simple arithmetic, a 
cognitive tutor might include a model of the steps students should follow to perform column addition. But 
the tutor will also include models of comment “buggy” models, such as forgetting to carry a digit to the 
next column. Cognitive tutors perform model-based diagnosis over student solutions to identify these 
possible bugs. If students execute the correct procedure, they receive positive feedback. But if students 
return incorrect answers, cognitive tutors can identify the specific misconception and provide targeted and 
personalized feedback. Our work seeks to extend this basic idea to the realm of negotiation skills. 
 
Research into negotiation has helped to identify a number of principles that can help individuals achieve 
better outcomes. . To date, a set of principles that guarantee successful negotiation outcome has not been 
established. However, the principles proposed (Galinsky & Mussweiler, 2001; Gratch et al., 2015; Kelley, 
1966) seem to be robust enough to be used as good indicator of negotiation success. Kelley (1966) found 
that good negotiators do a number of things that correlated with positive negotiation outcomes; they avoid 
early commitment, make efficient concessions, induce their opponent to concede, shape their opponent 
perception of value, and gather information in advance of the negotiation. Johnson and colleagues showed 
that these principles can be quantified (Johnson et al., 2017) and measured in a negotiation. Here we focus 
on two broad sets of principles, value creating and value claiming. Value-creating tactics provide ways to 
“grow the pie” in ways that allows both parties to obtain more of what they want (i.e., to maximize the 
joint-value of the negotiated outcome). Thus, negotiation training provides a basis for avoiding the 
presumption that the pie is fixed (i.e., the fixed pie bias) and helping students learn ways not only to claim 
value but also to create value. Several biases undermine a student’s ability to create value. Novices often 
assume their interests are directly opposed to the interests of their opponent and thus simply assume that 
they should split each issue down the middle. Negotiation courses teach several value-creating tactics to 
overcome fixed-pie perceptions. For example, students are encouraged to exchange information (e.g., 
asking their opponent about their preferences over different issues and revealing their own preferences in 
exchange). Students are also encouraged to make offers that explore tradeoffs across issues. For example, 
in a tactic known as logrolling, students are encouraged to claim more of their highest priority issue in 
exchange for concessions on less important issues. Negotiation courses also teach specific value-claiming 
tactics to help students feel comfortable with setting ambitious aspirations for the outcome. One common 
tactic is anchoring. Anchoring refers to the idea that a negotiator should start with a strong initial offer, and 
this tends to “anchor” concession-making around this point. Research shows that when negotiators make a 
high initial offer, they frequently obtain better final outcomes (Galinsky & Mussweiler, 2001). Other tactics 
include making full use of time (i.e., not conceding too early) and communicating a willingness to abandon 
the negotiation. 
 
To have the greatest impact, automated assessment should operate in a way that is independent of the 
specific scenario or algorithm a student uses to practice. Also, this assessment should follow common 
approaches used in the classroom. Typical feedback in a negotiation classroom can be divided into two 
categories: value claiming and value creating. Value claiming feedback provides insight on the negotiator's 
ability to gain more value in a negotiation. Value creating feedback on the other hand, measures the extent 
to which a negotiator gathered information about an opponent and is able to use that to gain more value in 
the negotiation. To accomplish our goal of providing automated feedback, we mapped the metrics 
highlighted above onto the value claiming and value creating feedback framework. From this, we derive 
outcome measures (i.e., was the final deal successful at creating and claiming value), and also process 
measures that assess the extent to which students used tactics that create and claim value. 
 
Value Claiming 
 
A student's ability to claim value was assessed by measuring the individual points they obtained in the final 
deal. Another process measure was used to gain insight into why they may have failed to claim value. 
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Specifically, the point value of the student's initial offer was examined. The assessed metrics are input into 
a decision-tree that chooses feedback to provide to students. The feedback is based on instructor-crafted 
templates that include slots filled by the automatic assessments. When students achieve good outcomes or 
follow recommended tactics, this is positively reinforced (e.g., “The first offer you made would have gotten 
you about 76% of the points. Pretty good”) and the principle emphasized (“By claiming most of what you 
want early in the negotiation, you can manage your negotiation partner's expectations of what they will 
receive”). 
 
Value Creation 
 
A student's ability to create value was assessed by measuring the joint points achieved in the negotiated 
agreement (i.e., the points obtained by both the student and the agent). Several process measures were 
assessed to gain insight into why a student may have failed to create value. For example, we assessed 
student ability to employ the tactic of logrolling by the extent to which they made tradeoffs in their initial 
offer to the agent (specifically, the number of highest-value items they claimed minus the number of lowest-
value items they offered), the amount of information exchanged between a negotiator and their opponent 
by the amount of questions asked and responded to and how well a negotiator understood their opponent’s 
preferences .The “inefficiency" of the student's final offer was measured by the offer's distance from the 
Pareto frontier (the set of deals in which neither the agent nor the participant could have done better without 
the other doing worse). This is essentially a measure of how much value is left on the table. 

Methods 

In order to teach value creation and value claiming, we ran two randomized between subject studies to 
contrast personalized feedback with generic and or no feedback (i.e., “mere practice”). In the first study 
students interacted with a Wizard-of-Oz system, the Conflict Resolution Agent. This system is depicted in 
Figure 1, which has an example of the agent. In the second study they interacted with an “off-the-shelf” 
negotiation agent (depicted in Figure 2). Students did an initial negotiation, received the experimental 
treatment (personalized v. generic v. no feedback) and then performed a second negotiation to assess any 
improvements.  
 
Study One 
 
Participants 
 
We recruited 63 participants (34 females) through Craigslist; and they were compensated $30 for their 
participation. Technical failures resulted in unusable data for three participants, therefore the below 
analyses were conducted on data from the remaining 60 participants (30 per condition). In addition to base 
pay for participation, participants were incentivized to perform well in the negotiation by entering them 
into a $100 lottery based on how much they got in the negotiation. 
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Figure 1. Conflict Resolution Agent 

Study Design 
 
In this study, participants completed two negotiations with the Conflict Resolution Agent (CRA). They 
were randomly assigned to either the feedback (experimental) or control conditions. Participants in the 
experimental condition received personalized feedback on their first negotiation performance prior to the 
second negotiation beginning. Participants in the control condition did not receive feedback. Instead, after 
receiving their negotiation score following the first round, controls were told to just reflect on the 
negotiation for five minutes.  
 
Negotiation Task 
 
In each of the two negotiations, participants were asked to role-play as an antique salesperson participating 
in a multi-issue bargaining task. In this task, there were six items to negotiate within each negotiation, and 
they had up to ten minutes to negotiate with the agent over how to divide a collection of antique items 
between them. In the first negotiation, these items included three records, two lamps, and a painting. In the 
second negotiation the items were changed to chairs, plates, and a clock respectively to prevent the 
participant from knowing the agent's preferences for the items before the negotiation had begun. However, 
these three item types were direct analogs to the original items in terms of value. For simplicity, we will 
refer only to the original item types (records, lamps, and painting). The goal of each negotiator in this task 
was to reach an agreement that afforded them the highest total value in received items. Each type of item 
had a set value to the participant and agent. For both players, each of the records was worth 30 points and 
each of the lamps was worth 15 points. This was designed to be a distributive negotiation; thus, items were 
generally of equal value to both negotiators. The painting was the only item that held a different value to 
the participant: it was worth 5 points to the participant but had no value to the agent. Participants could thus 
discover that the painting could be claimed without consequence, as it had no value to the agent. Although 
all participants reached agreement, they were told that if they failed to reach agreement within the 10-
minute limit (or chose to walk away from the negotiation), they would receive one of their highest priority 
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items as an alternative to negotiated agreement. Thus, the negotiation outcome for the participant ranged 
from 30 to 125. Prior to each negotiation, participants were given a description of the task, which gave the 
relative value of each item. Specifically, they were told that each of the records was worth at least twice as 
much as one lamp, and that the painting was the least valuable item. They were told that they would earn 
tickets toward the lottery for $100 based on how many (and which) items they acquired in the negotiation. 
Participants were then given a short quiz to verify that they understood the negotiation task, their priorities 
for the different item types, and their real-world incentive to do well in the negotiation (entries into a lottery 
for $100). The negotiation began once the quiz was checked, and any misunderstandings resolved. 
 
Study Two 
 
One of the limitations of the previous study is that users did not interact with a fully automated system. Our 
next step was to create a task agnostic feedback system that was fully automatic and verify these promising 
findings still hold. Thus, we adapted our metrics and feedback system to work with an off the shelf 
automated negotiation platform seen in Figure 2 (the IAGO platform (Mell & Gratch, 2016)).  
 

 

Figure 2. The left image illustrates the IAGO agent interface. The tables on the right illustrate the issues and 
payoff for the two negotiations. 

 
Participants 
 
English speaking American participants (n=120) were recruited via Mechanical Turk following standard 
experimental practices. To motivate their performance, participants were paid $3/hour for their participation 
in the study and entered into a lottery to win a prize of $10. Of these participants, 19 were excluded from 
analysis (9 failed the attention check and 10 failed to reach an agreement or experienced software failure). 
 
Study Design 
 
Participants negotiated using the IAGO online negotiation platform (Mell & Gratch, 2016). This platform 
allows students to practice negotiation with a number of possible agents. IAGO is designed to support basic 
tactics that expert negotiators used to create and claim value. Negotiators can exchange offers but also 
information (do you like A more than B?) and send other messages such as threats. The platform also 
provides tools to customize agent behavior including the ability to incorporate common biases shown by 
negotiators (such as the fixed-pie bias). It has been used by a number of researchers to build human-like 
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negotiating agents (Johnson et al., 2019; Roediger, 2018). Student behavior in a negotiation is heavily 
influenced by the skill of their opponent. To better simulate the experience of a novice student, we adopted 
an existing IAGO agent that incorporates several common biases found in novice negotiators. The agent 
incorporates some behaviors that were shown to undermine value creation. Specifically, it adopts a fixed-
pie bias" (it assumes it is fighting over how to divide a fixed-sized pie) and is not motivated to exchange 
information unless the student initiates the exchange (but it will use preference information if the student 
provides it). It also incorporates behaviors known to undermine value creation. Specifically, the agent 
employs anchoring (it makes a strong initial offer). Finally, the agent adopts a fair concession strategy. 
After its initial anchor, it responds to user offers by adjusting them towards a fair split (based on whatever 
knowledge it has about the student's preferences).  
 
Negotiation Task 
 
Participants were asked to engage in two negotiations. Each had the same mathematical structure (a 4-issue, 
6-level multi-issue bargaining task) but used a different cover story and a different ordering of the issues to 
obscure this similarity. The tasks were framed as a negotiation between antique dealers on dividing the 
contents of an abandoned storage locker. The first negotiation involved splitting 5 bars of gold, 5 bars of 
iron, 5 shipments of spices, and 5 shipments of bananas. The second involved 5 clocks, 5 records, 5 
paintings and 5 lamps. Both the agents and participants had distinct preferences across the items, and neither 
the agent nor the participant knew the other's preference. The structure of these points ensures that parties 
can create value by making tradeoffs between items (e.g., in the first negotiation, the player can create value 
by taking all the gold and iron and offering all the spices and bananas). Prior to each negotiation, participants 
were told how much each item was worth to them. In addition to the worth of items, participants were also 
told they would receive only 4 points if they failed to reach an agreement. 
 
Experimental Manipulation 
 
Participants were randomly assigned to one of three experimental conditions. In the Personalized Feedback 
condition participants were provided personalized feedback on their initial offer, understanding of their 
opponent's preferences and the overall value of their final claim. Prior to providing the participants with 
feedback, the system asked participants if they remembered their preference as well as their opponents and 
this information was logged and used to guide the personalized feedback. In the Generic Feedback condition 
participants received feedback using the same templates as with personalized feedback, but whereas slots 
were filled in with the student's own behavior for personalized feedback, in generic feedback they were 
filled using information from the same “generic” student and described as feedback on a hypothetical 
negotiation. For example, participants were shown the initial offer, final deal and information exchanged 
from a hypothetical negotiation. They were provided suggestions on how good that person did and how 
their results could have been improved. In the No Feedback condition participants were told the points they 
received but provided no other information.  
 
Figure 3 shows an example of personalized value-claiming feedback. This is contrasted with generic 
feedback (feedback a student might receive if personalization was not available). In this example, both the 
personalized and generic feedback are provided for a participant who has made an initial offer which claims 
30% of the total points. If this was indeed their initial offer, then the personalized feedback would indicate 
that. Regardless of their initial offer, the generic feedback uses this single example to illustrate a poor first 
offer. It does not take the users initial offer into account. 
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Figure 3. Example of Personalized (left) and Generic (right) Feedback 

Results 

Study One 

Participants' negotiation metrics in the negotiation were analyzed by performing 2 (feedback: personalized 
feedback versus no feedback) x 2 (time: negotiation 1 versus negotiation 2) mixed ANOVAs. First, metrics 
around value claiming: strength of initial offer, use of available time, and total value claimed (total across 
negotiation and average for any given offer) were analyzed. Analysis of the initial offer revealed that a 
significant main effect of time (F (1,47) = 9.10, p =.004) was qualified by feedback condition (F (1,47) = 
8.26, p = .006). As depicted in Figure 4 (left), participants who received personalized feedback made 
stronger initial offers in the second negotiation (M = 95.42, SE = 2.91) than the first (M = 78.96, SE = 2.97; 
F (1,23) = 15.07, p = .001), but there was no difference in the control condition (M = 80.60, SE = 2.91 vs. 
M = 80.20, SE = 2.91; F (1,24) = 0.01, p = .91). Next, value claimed was analyzed across the negotiation. 
Again, there was a main effect of time (F (1,48) = 7.37, p = .009), which was qualified by feedback 
condition (F (1,48) = 3.92, p = .05). As shown in Figure 4 (right), those who received personalized feedback 
tried to claim more total value in the second negotiation (M = 476.80, SE = 39.58) than the first (M = 322.00, 
SE = 31.25; F (1,24) = 8.89, p = .006), but no difference was found in the control group (M = 367.69, SE = 
39.58 vs. M = 343.40, SE = 31.25; F (1,24) = 0.35, p = .56). 

To test whether the effect found for total value claimed could be found at any given point during the 
negotiation, we analyzed average value claimed during each offer. This also revealed a main effect of time 
(F (1,47) = 24.79, p < .001), which was qualified by the feedback condition (F (1,47) = 7.14, p = .01). 
Figure 5 (left) shows only marginally more value was claimed by the control group in the second negotiation 
(M = 73.37, SE = 2.00) than the first (M=69.90, SE=1.65; F (1,24) = 3.38, p = .08) but these results were 
not significant. Participants who received feedback between negotiations made higher average claims in 
the second negotiation (M=82.42, SE=2.05) than the first (M = 70.88, SE = 1.68; F (1,23) = 23.81, p < 
.001). Finally, the ultimate outcome (final score) of the negotiation was then analyzed. As with the above 
metrics, the significant main effect of time (F (1,58) = 45.28, p < .001) was qualified by feedback condition 
(F (1,58) = 13.47, p = .001). As depicted in Figure 5 (right), while only marginally better outcomes were 
obtained for the control group in the second negotiation (M = 58.50, SE = 1.92) than the first (M = 54.33, 
SE = 2.19; F(1,29) = 3.92, p = .06) these results were not significant. Participants who received personalized 
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feedback significantly improve in the second negotiation (M = 67.33, SE = 1.92) compared to the first (M 
= 53.17, SE = 2.19; F(1,29) = 67.05, p < .001). For the principle of value creating, participants did a better 
job of identifying the value of the items to the agent in the second negotiation (M = 6.27 object relationships 
found; SE = 0.49) than in the first (M = 5.24 object relationships found; SE = 0.42; F (1,56) = 3.42, p = 
.07), however, there was no interaction with condition (F (1,56) = 0.39, p = .54).  
 

 

Figure 4. Effect of feedback condition on improvement in users’ initial offers from negotiation 1 to 2 (left) and 
on improvement in users’ total value claimed from negotiation 1 to 2 (right). 

 

 

Figure 5. Effect of feedback condition on improvement in users’ average claimed value from negotiation 1 to 
2 (left) and improvement in final negotiation score from negotiation 1 to 2 (right). 

Study Two  

We evaluated the effects of practice and feedback with a 3 (feedback: none v. generic v. personalized) x 2 
(time: negotiation 1 v. negotiation 2) mixed ANOVA. Mean values for each study and condition can be 
found in Table 1. For value claiming, students benefited from practice alone and this benefit was enhanced 
by feedback (both in tactics and final outcome). Students made stronger initial offers on the second 
negotiation (F (1, 98) = 33.47, p < .001) than the first, and the interaction with the type of feedback was not 
significant (F (2, 98) = 3.01, p =.054). Participants who received feedback (either personalized or generic) 
claimed more value. In terms of final outcome, we see a significant main effect of time (F (1,98) = 30.40, 
p < .001) and a significant interaction with the type of feedback (F (2, 98) = 3.808, p = .026). Participants 
obtained more points in the second negotiation and those who received personalized feedback gained the 
most points. For creating value, we found a clear benefit of practice and a strong effect of feedback for 
logrolling and joint points but not the questions asked. Concerning the final outcome, we find a significant 
benefit of practice on joint points as they created more value in the second negotiation than the first (F (1, 
98) = 7.322, p = .008). Personalized feedback yielded the highest joint points, and the interaction was 
significant (F (2, 98) = 8.187, p = .001). Students engaged in logrolling more with practice (F (1, 98) = 
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37.495, p < .001) and there was a significant interaction with condition such that this improvement in 
logrolling from the first negotiation to the second was strengthened by personalized feedback (F (2, 98) = 
4.930, p = .009). Students asked more questions over time (F (1, 98) = 24.461, p < .001) and asked the most 
with personalized feedback, though the interaction with condition was not significant (F (2, 98) = 1.711, p 
= .186). 

Table 1. Study 2 Mean Value for Each Negotiation Outcome Metrics 

Negotiation Principle Outcomes  
 
 
 

 
Value  
Claiming 

Metric Condition Negotiation 1 Negotiation 2 

 
Individual 

points 

Personalized 25.72 31.21 
Generic 25.10 27.93 

No Feedback 25.72 27.30 
 
Initial Offer 

Personalized 20.62 24.21 
Generic 17.69 24.62 

No Feedback 19.65 22.26 
 
 
 
 
 

Value 
Creating 

 
 

Joint Points 

Personalized 57.48 63.45 
Generic 58.14 58.79 

No Feedback 59.70 58.91 
 

Questions 
Asked 

Personalized .59 1.69 
Generic .52 1.14 

No Feedback .74 1.21 
 

Logrolling 
Personalized 1.72 5.14 

Generic 1.24 3.72 
No Feedback 2.37 3.16 

Discussion and Conclusion 

In this chapter, we examined the impact of personalized feedback on negotiation skills. Participants who 
received personalized feedback improved their outcomes in the second negotiation more than those who 
did not. Furthermore, personalized feedback did help students to improve their use of good negotiation 
principles. It increased learning by helping students to make more ambitious offers. Study 2 also 
emphasized that the behavior of the intelligent agent has a strong impact on student's behavior and these 
effects, depending on the agent, may not be well-aligned with the pedagogy. The results provided some 
support for both of our hypotheses. First, compared to those who did not receive any personalized feedback, 
providing students with automated personalized feedback about their use of negotiation principles helps 
them to improve their use of those principles. Furthermore, participants who received such personalized 
feedback also improved their outcomes in the negotiation more than those who did not. Specifically, in 
addition to participants in the personalized feedback condition showing greater improvement over time in 
their initial offer and value claimed (on average and in total), they also improved more at achieving good 
outcomes for themselves in the negotiation – compared to their counterparts who did not receive this 
feedback. 
 
Some methodological choices seemed to undermine the benefits of personalized feedback. We used a fully 
integrative task (in which the agent and participant had complementary interests). This created a tension 
between value creating and value claiming (at least as we are measuring it in our studies) such that increased 
value claiming leads to less value creation in Study 2. Further, this task may be too simple, as students were 
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quite good at creating value without feedback. A task that combines both fixed pie and logrolling issues 
would have allowed us to better tease apart value creation and value claiming. The choice of agent behavior 
also worked against our instruction. We found that the “fair” concession strategy of the agent punished 
students for making ambitious initial offers and helped students that were less ambitious. Future work 
should consider custom agent behavior that rewards students for following “best practices.” Finally, 
anecdotal feedback suggests that we overloaded students by trying to teach both claiming and creation in 
the same exercise. Perhaps restructuring the exercise to teach one lesson at a time might be better. 

GIFT Integration 

The integration of IAGO and the Generalized Intelligent Framework for Tutoring (GIFT) offers a number 
of benefits to both researchers and ITS authors (see Figure 6). GIFT uses a service-oriented architecture 
which allows a number of modules to communicate with each other through asynchronous messages 
(Ragusa, Hoffman, & Leonard, 2013). This approach decouples the various components of the learning 
system making it easier to integrate third party applications. GIFT also provides tools that allow embedding 
domain knowledge, creating course flow and integrating different content into a course. This allows for 
easy integration of IAGO with GIFT and the creation of negotiation courses that are adaptable to an 
instructor’s need. In addition to this, we are able to leverage other components of GIFT to enhance 
negotiation training. For example, the GIFT architecture permits the integration of a number of sensors 
which allow for affective sensing. As emotions are an important part of negotiation (Barry et al., 2004), 
these sensing modules can be leveraged to better understand a negotiator’s affective state. In addition to the 
value GIFT offers for teaching negotiation through IAGO, the integration of the two is helpful for those 
who utilize GIFT as well.  

 

Figure 6. On the left is an image of the negotiation module that was added to GIFT and on the right is an 
example of a simulated IAGO negotiation running in GIFT. 

The integration of GIFT and IAGO also provides a test bed for others to study collaborate problem solving. 
Collaborative problem solving can be viewed as the capacity of an individual to effectively engage in a 
process whereby two or more agents attempt to solve a problem by sharing the understanding and effort 
required to come to a solution (Herborn et al., 2020). Current GIFT users can leverage this integration with 
IAGO to run dyadic or multi party negotiation as a way to better understanding how individuals 
collaboratively problem solve. Towards this end, we completed an initial integration of IAGO with GIFT 
using the cloud-based authoring tool to create a negotiation course in GIFT. We utilized the gateway module 
to allow GIFT to launch a negotiation training course and simulation through IAGO. With this, we were 
able to create a course flow that includes video materials for students to learn how to negotiate, a survey to 



 
 

100 
 

assess their negotiation abilities as well as their views on the negotiation progress and lastly a simulation 
with personalized feedback.  

Recommendations and Future Research 

This research established that automated personalized feedback can be used to improve participants’ 
negotiation skills and outcomes; however, there are still several areas left for future work. First, although 
some work has shown that people view virtual negotiators similar to human negotiators (Gratch et al., 
2015), future research is needed to determine whether getting to practice negotiating with (and receiving 
personalized feedback from) automated systems will transfer to negotiations with other humans. Interacting 
with a virtual human (instead of a real human negotiation partner) may be advantageous for novice 
negotiators who tend to feel anxiety or discomfort when first learning to negotiate (Gratch et al., 2016), but 
on the other hand because the negotiation partner is not a real human, the skills may not transfer as well as 
if they had practice with humans. To ensure that the benefits of automated negotiation partners and feedback 
can be fully realized, future work needs to systematically investigate how these virtual encounters affect, 
and hopefully promote, participants’ ability to use negotiation skills in real-world interactions. Although 
this work is promising, our ultimate goal is to show that the benefits accrued through such automated 
practice, assessment and feedback will generalize outside these simulations. Future planned studies will 
examine if students improve in both computer-mediated and face-to-face negotiations with other students. 
There is additional work needed to generalize this approach to other soft skills as well as to expand our 
work to teaching more. 

Our work illustrates the potential of using an ITS to assess and improve a human’s negotiation abilities, 
and the critical role GIFT can play in this process. GIFT’s modular architecture makes it possible to 
integrate standalone simulations and rapidly develop intelligent courses. However, GIFT does have some 
limitations. For one, in order to complete a course, individuals must have a GIFT account and this additional 
step makes it cumbersome for running experiments. A number of our studies are ran through Amazon 
Mechanical Turk where participants have a limited amount of time to complete a study. By requiring 
participants to create an account to have full access to the system, the additional steps may reduce 
participation. GIFT also offers an authoring tool for building courses, questionnaires and surveys. However, 
most researchers tend to use external surveying platforms like Qualtrics and Survey Monkey. It would be 
beneficial to have a way to easily integrate these external platforms. Lastly, GIFT was designed to support 
the rapid development of ITSs. As such, it lacks the support and suite of tools to allow users to rapidly load 
and configure various learning environments and character behaviors for social skills training simulations.  
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CHAPTER 12 – INTRODUCTION TO COMPUTATIONAL AND 
QUANTITATIVE MODELS 

 
Xiangen Hu1 and Benjamin Goldberg2 

University of Memphis1; U.S. Army Combat Capabilities Development Command - Soldier Center2 

Core Ideas 

One of the most important and necessary assumptions when implementing competency-based scenario 
design in any adaptive instructional system (AIS) is that the competencies (e.g., knowledge, skill, 
abilities) are measurable. The measurability of competencies and their constituent parts  drive the 
requirements for learner modeling (Sottilare et al., 2013) and efficient assessment (Goldberg et al., 2021). 
The four chapters in this section focus on the measurability of competency in three levels: How to build 
mathematical models of competencies; How to implement measurable competencies in working 
Intelligent Tutoring Systems (ITSs); How to record/store measurable competencies in the form of 
experiential learning data standards.  

Individual Chapters 

The chapter by Robson, Hu, and Graesser presents a formal model for competencies. In this chapter, 
competencies such as knowledge, skills, abilities, attitudes, traits, etc. are defined in a mathematical 
framework (i.e., competency framework). Within the framework, other concepts, such as states, levels, and 
assertions are all defined mathematically. This mathematical framework for competencies can be used as 
an implementation guide for competence-based scenario design in AISs.  

The next two chapters, by Maniktala, Barnes, Chi, Hampton, and Hu, and Abdelshiheed, Maniktala, 
Barnes, and Chi give two example ITS applications in which measurable competencies are used. 
Maniktala et al. share exciting work on data-driven classifiers linked to the effectiveness and efficiency of 
learners’ problem-solving behaviors, with a focus on determining optimal feedback to support the learning 
process as a whole. An overview on the development and application of their HelpNeed agent is provided, 
followed by the results of an experiment comparing performance gains between an adaptive feedback 
condition and an associated control when applied to a homework assignment in a collegiate level math 
course.  In the other chapter by Abdelshiheed et al., competencies such as metacognitive skills and 
motivation are quantified and examine their joint impact on learning (preparation for future learning (PFL)).  

The last chapter by Florian Tolk provides an example showing how one would leverage an internationally 
accepted learner experience data standard, xAPI. This involves guidelines on system requirements for 
recording relevant learning activities with the purpose of building quantitative measures of competence.     
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CHAPTER 13 ‒ MATHEMATICAL MODELS TO DETERMINE 
COMPETENCIES 
 

Robby Robson1, Xiangen Hu2,3, Elliot Robson1, and Arthur C. Graesser2 

Eduworks Corporation.1; University of Memphis2; Central China Normal University3 

Introduction 

In this chapter, entity refers to a person, group of people or organization whereas competencies refer to the 
knowledge, skills, abilities, attitudes, traits, and capabilities that define what an entity knows and can 
accomplish. The purpose of this chapter is to survey models for determining whether (or to what extent) an 
entity E has a set of competencies in a competency framework F related to a job, task, or domain. We call 
this the state of E with respect to F. In our formulation, the state at a given time t is defined by the values 
of functions (see Section 2) that can be estimated from data. Our goal is to present a variety of mathematical 
models, called state models, for computing this state. This state can play a role in predicting whether E will 
successfully perform a task and in determining how to best train or teach a competency. This chapter focuses 
only on mathematical models for computing competence.  

The Term “Competency” 

There is no general agreement on the meaning of the term competency, or even whether the term should be 
competency or competence (Markus et al., 2005; Teodorescu, 2006). Many communities of practice have 
narrower definitions of terms such as knowledge, skills, abilities, capability, and competency, whereas 
some use community-specific terms such as “standard” in US K-12 education (Porter et al., 2011). Tasks 
(which are not competencies) are often used as stand-ins for the ability to perform the tasks. Credentials 
(also not competencies) are often equated with the competencies they imply belong to the credential-holder. 
We use the single term competency for all of these related concepts.  

Levels and Conditions 

Many competencies can be scaled and categorized at different levels, such as novice, intermediate, 
advanced, and expert. We treat different levels as separate competencies and denote the levels of C by 
L(C). This allows different levels of C to have different sub-competencies, different related competencies, 
and different performance criteria.  Similarly, competencies can be assessed or demonstrated, or applied 
under varied conditions and can have different degrees of difficulty. Just as with levels, the same 
competency under different conditions is treated as different competencies. Thus navigating in daylight is 
a different competency than navigating in darkness. Being an expert at navigating in daylight may require 
basic map reading skills, whereas being an expert at navigating in darkness may require expert map reading 
skills. This treatment is necessary for developing more sophisticated computational models and is consistent 
with instructional design and workforce development practices that include evaluation criteria and 
conditions in learning objectives and competencies. 
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Competency States 

Let F be a set of competencies in a framework and E be an entity. In our formulation, the competency state 
(or simply state) S of E with respect to a competency C ∈ F at time t is described by the values of four 
functions: 

● s: F → {T,F,U}, a discrete function that determines whether E possesses the competency C at time 
t, with T = True, F = False, and U = Unknown.  

● p: F → [0,1], a function that is often interpreted as the probability that E possesses C at time t. 

● r: F → [0,∞)]n, a repetition function that represents the degree to which E has repeatedly practiced 
or trained on competency C. This function tracks quantities such as flight time and training sessions 
and is an important component for competencies that require experience to acquire. Although n 
quantities can be tracked, it is often practical to combine them into one  (n = 1). 

● e: F → (-∞,∞), an evidence function that measures the strength of the evidence that E possesses 
C at time t. Negative values indicate evidence that E does not possess C.  This function can be 
thought of as an assessment score for a competency. 

State models often contain just one of s or p and do not explicitly include r or e. Nonetheless, all of these 
values are useful. For example, an adaptive instructional system (AIS) may use the Boolean state of pre-
requisite competencies to determine which competencies to target and use p, r, and e to determine how the 
instruction should be provided.  

Levels 

As mentioned above, we treat levels of a given competency as separate competencies. If we are interested 
only in the Boolean state of a competency, we can introduce a function l: C → L(C) for each C ∈ F that 
indicates the level at which C is possessed. If the levels L(C) are hierarchical, which is often the case, then 
l(C) is the highest level L ∈ L(C) for which s(C) = T. The function l is not part of the state itself but can 
be computed from it.  

Assertions 

Our goal is to estimate the Boolean or probabilistic state of an entity with respect to competencies in F. 
This should be done based on observations, measurements, and other data, which in our approach are all 
converted into assertions. An assertion a has the following required parameters: 

● An Agent making the assertion. This is the person, organization, or system that is asserting 
competency or lack thereof. 

● A Source of evidence or data used by the Agent. This could be the agent itself but is more often an 
assessment instrument, a training exercise, a credentialing organization, a talent management 
system, or another system that provides data used to draw conclusions about competency.  

● An Entity and a Competency about which the assertion is made. 
● A time at which the assertion is made.  
● A verb which is “has” “does not have” or “attempted.” The first two are used when the Agent uses 

the evidence or data provided by the Source as a basis for asserting that the Entity has or does not 
have a competency. “Attempted” is used to assert that the Entity attempted or practiced a 
competency without drawing any conclusion about whether the Entity possesses it.  
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An assertion may also have the following optional parameters 

● The Evidence used by the agent to make the assertion. Evidence can be assessment results, data 
from a training system, notes from an instructor, or other evidence.  

● A confidence in [0,1] that describes the confidence the agent has in the assertion being made. 
● An expiration time at which the assertion expires. 
● A decay function that describes how this confidence diminishes over time. This is a monotonically 

decreasing function with domain [t0,t1] where t0 is the timestamp of the assertion and t1 is the 
expiration time of the assertion.  

In formulas, we use a parameter � known as the polarity of the assertion with � = 1 if the verb is “holds,” 
� = 0 if the verb is “attempted,” � = -1 if the verb is “does not hold.”  

Note that the source of an assertion is not necessarily the same as the agent. For example, an exercise in a 
simulator might provide evidence of competency that an instructor interprets, in which case the simulator 
is the source, the results of the exercises are the evidence, and the instructor is the agent. 

Creating Assertions 

Assertions can originate from many types of data. Training systems can report activities and results in 
standardized formats (Bakhouyi et al., 2017). Credentials can attest to the possession of competencies 
(Klein-Collins, 2012). Instructors can report that a learner has demonstrated a competency. Individuals can 
self-assert competency (Forsman et al., 2020). Assertions can be extracted from performance records (Chen 
et al., 2014) and reviews. Workplace data running from sales results to operational data can be analyzed to 
create assertions. In most cases the raw data will not be in the form of an assertion but can be transformed 
into one. In the following sections we assume this has been done, noting that the confidence parameters 
may be missing. 

State Models 

A state model is a method for determining the state of an entity from a set of assertions about that entity. 
Such models can range from models that set the state of a competency based only on the latest assertion 
made to sophisticated machine-learned models and everything in between. In this section we review a few 
of the most common such models. 

Sequential Models 

The simplest and most common way to determine whether an entity E holds a competency C is to look at 
the sequence of assertions made about E with respect to C. Instructional systems do this when they assess 
competencies based on a test.  In this model the only variables computed are (1) e, which might be a test 
score, and (2) s, which indicates whether the learner has or does not have the competency. In most cases, 
s(C) is determined by the latest test result, i.e. by the most recent assertion, although there is no reason that 
results cannot be averaged in some way.  

Bayesian Knowledge Tracing (BKT) is another sequential model. In BKT the goal is to estimate p(C) based 
on a series of assessments of C. In our formulation, each assessment generates an assertion where the 
evidence is the result of the assessment and the verb could be “holds” or “does not hold.” For each new 
assertion, we compute the new p(C) based on the prior p(C), the probabilities of a Guess or Slip (assumed 
to be constant), and the probability of transitioning from s(C) = F to s(C) =T due to whatever learning 
occurred between assessments, which is also assumed to be constant (van De Sande, 2013).  

https://paperpile.com/c/2fbhaY/Wlu2
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https://paperpile.com/c/2fbhaY/Fmq7
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Rollup Rules 

The Sequential Models discussed above treat each competency independently, but there are often relations 
among competencies that can be used to infer information about states. The rules used to make these 
inferences are often called rollup rules because they determine the state of a competency by “rolling up” 
the state of its sub-competencies. To formulate rollup rules, it is necessary to identify relations among 
competencies in F. Data standards for frameworks explicitly express a variety of relations, such as A 
requires B, A enables B, A is a prerequisite for B, A broadens B, and A is similar to B (Doignon & Falmagne, 
2015). Authors of frameworks often use tables and number schemes to express hierarchies among 
competencies. When computing state models, we map these relations onto a parent/child relation and 
assume that F becomes a directed acyclic graph (DAG). Theoretically, this may require collapsing cycles 
formed through similarity or equivalence relations, but it is rare for such relations to exist within a single 
framework.  

With the assumption that F is a DAG, a rollup rule is a rule that computes the new state of a competency C 
from the current state of C and its children. The assumption that F is a DAG allows rollup rules to be 
computed by starting with the leaf nodes of F and moving up the DAG, and in practice, most rollup rules 
involve only the immediate children of C. As an example of a rollup rule, if A and B are children of C, a 
rollup rule for the Boolean state of C might say that s(C) = T if and only if s(A) = T and r(C) > 20 and either 
p(A) >.7 or s(B) = T. Rollup rules can reflect “C requires A” by making it so that the s(C) cannot be T 
unless the sS(A) = T, and can reflect various enabling relations by setting thresholds for evidence scores on 
the children of C.  

Models that use Rollup Rules 

An early example of a rollup rule model is described in Robson and Poltrack (2017). This model, which 
was implemented in the Competency and Skills System (CaSS) developed by Eduworks Corporation (CaSS 
Authoring Tool Final Report, n.d., Competency and Skills System (CaSS), n.d.)), implemented the following 
logic: 

● If there are both positive and negative assertions about an entity E with respect to a competency C, 
then the state of E with respect to C is unknown or is determined using a conflict resolution rule. 
Such rules might include: 

○ Use the latest assertion to determine s(C). 
○ Set s(C) = T if any unexpired assertion is positive. 
○ Set s(C)=T if there is at least one positive assertion and the number of negative assertions is 

less than the number of positive assertions. 

○ Let {a1,...,am} be the set of assertions about E with respect to C, let ci be the confidence for 
each ai, and let �i be the polarity of ai. Define e(C) = ∑𝑚𝑚𝑖𝑖=1 𝑐𝑐𝑖𝑖𝜆𝜆𝑖𝑖. Then set s(C)=T if e(C) > 
d, where d is a threshold that e must exceed.  

● If D is a child competency of C, then it assumes that C requires D, so if s(D) = F then s(C) = F. 

Another example of a model that uses rollup rules is that used by the Generalized Intelligent Framework 
for Tutoring (GIFT) Domain Knowledge File (DKF) (Sottilare et al., 2017). In GIFT’s DKF, tasks can be 
broken into concepts, and performance on concepts is determined by condition classes that measure actions 
(Gilbert et al., 2018).  Concepts can have subconcepts, creating a hierarchical structure. Condition classes 
can be used by multiple concepts, causing the hierarchical structure to form a DAG. Performance on 
concepts is reported at, above, or below expectations.  

GIFT itself does not maintain a competency state model per se. In current work funded by the US Army  
Research Development and Engineering Command, a framework F and a state model are stored in CaSS. 

https://paperpile.com/c/2fbhaY/fYKiX
https://paperpile.com/c/2fbhaY/fYKiX
https://paperpile.com/c/2fbhaY/6iKG/?noauthor=1
https://paperpile.com/c/2fbhaY/UKDQ+if1y
https://paperpile.com/c/2fbhaY/UKDQ+if1y
https://paperpile.com/c/2fbhaY/UKDQ+if1y
https://paperpile.com/c/2fbhaY/UKDQ+if1y
https://paperpile.com/c/2fbhaY/UKDQ+if1y
https://paperpile.com/c/2fbhaY/UKDQ+if1y
https://paperpile.com/c/2fbhaY/G7pK
https://paperpile.com/c/2fbhaY/mkkc
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The structure of GIFT’s DKF parallels that of F, and GIFT reports training events and outcomes via xAPI 
statements that are translated into assertions. These assertions are used to compute the functions r and e, 
which apply a forgetting function (Averell & Heathcote, 2011) and a spaced repetition function (Kang, 
2016) to decrease the value of older evidence and to count repetitions less if they occur closely together. 
The assertions from each source, which in this case means from each different type of training environment, 
are collated and weighted to produce r and e. Rollup rules are of three basic types: (1) Rules that reflect 
when a sub-competency is required, (2) rules that require sufficient repetition (as measured by r) and (3) 
rules that require a sufficiently high e-score. These rules are combined via Boolean combinations. 

Applications of Models 

The state models described in Section 4 draw conclusions about the state of E, including estimates of the 
probability that E has a competency C at a particular time. This suffices if the only question of interest is 
whether or not E has C. However, end users usually want to predict performance or recommend training, 
and possessing a competency does not imply that it will be performed correctly every time. For example, 
we might say that a baseball player is an excellent hitter, which is a statement about his/her competency, 
without meaning to imply that the player will get a hit every time. Naive ways to turn a state model into a 
performance prediction include equating the level at which a competency is held with a predetermined 
probability of success, or equating the probability of having C with the probability of performing C, but in 
practice more complex approaches, including using machine-learned predictive models, are warranted.  

Similarly, knowing which competencies are held is important in determining the best training pathway, but 
further models must be developed to create recommendations. Many AISs do this today in one form or 
another, although typically they are driven by observations of learner performance without taking the extra 
step of computing a competency state model. As pointed out in the work on AIS interoperability being 
performed in the IEEE Learning Technology Standards Committee (Working Groups and Study Groups — 
IEEE Learning Technology Standards Committee, n.d.), using internal measures will not lead to the ability 
for AISs to share learner profile data and therefore will hinder the applicability of state models. Exchanging 
state models, however, is very feasible and will allow different AISs to share data about learners while 
continuing to operate at arm’s length. 
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CHAPTER 14 – WHAT’S THE VALUE OF A STEP? USING DATA TO 
SOLVE THE ASSISTANCE DILEMMA FOR ADAPTIVE PROBLEM 
SOLVING HELP  

Mehak Maniktala1, Tiffany Barnes1, Min Chi1, Andrew J. Hampton2 and Xiangen Hu2,3  
North Carolina State University1; University of Memphis2; Central China Normal University3 

Introduction 

Research suggests that students often exhibit poor help-seeking behavior, where some abuse hints to 
expedite problem completion while some avoid seeking help when in need (Aleven et al., 2006; Aleven & 
Koedinger, 2000; Price et al., 2017). Several intelligent tutoring systems (ITSs) provide unsolicited 
assistance to prevent the negative consequences of help avoidance (Arroyo et al., 2001; Murray & 
VanLehn, 2006). However, it is difficult to determine when and whether to provide proactive assistance, 
i.e., unsolicited help in anticipation of future struggle. Providing more assistance than needed can lead to 
shallow learning, while providing less assistance than needed can lead to frustration and wasted time. 
This challenge in the domain of ITSs is called the assistance dilemma (Koedinger & Aleven, 2007). 
Addressing this dilemma is even more important yet challenging for complex, open-ended learning tasks 
that involve several learner activities with differing goals (Kalyuga  Singh, 2016). For example, learning 
in well-structured domains like math and biology can be complex based on open-ended problems (i.e. 
those with a high number of interacting elements and many solutions), introducing challenges to working 
memory (i.e. recognizing which rule to apply), while also requiring self-regulated learning skills (i.e. 
setting problem-solving goals and monitoring progress). While researchers have recently explored ways 
to address the assistance dilemma, most work has been conducted on simpler tasks where problems have 
a single solution  (Ueno & Miyazawa, 2017) or do not generalize because of domain-specific models 
(Klahr, 2009; McLaren et al., 2014).  
 
In this chapter, we present data-driven methods to determine the value of a step in well-structured 
complex learning domains and showcase how we can use them to address the assistance dilemma in a 
logic tutor. Solving logic proofs has long been used as a technique to engage students in critical thinking, 
but this complex learning task induces considerable cognitive load, and there may be times when students 
need support to productively continue. Our approach builds upon the Hint Factory (Barnes et al., 2011), a 
method that leverages the Bellman equation for value iteration on structured prior student data to generate 
adaptive hints. We present a principled HelpNeed classification to determine when students are likely to 
need help -- which could be used as a competency measure that reflects the level of expertise a student 
demonstrates during problem solving. We also present a controlled study that examines the impact of 
providing proactive assistance upon prediction of HelpNeed. Our results suggest that students who 
receive this adaptive support exhibited higher training productivity, a lower chance of help avoidance, and 
significantly better posttest performance than those who did not receive the adaptive interventions. 
Finally, we conclude with recommendations for GIFT and future intelligent tutoring systems. 

Method 

In this section, we first define the HelpNeed classification, our method for determining unproductive steps 
and later present our HelpNeed predictor that detects the need for help at the start of each step (Maniktala, 
Cody, Isvik et al., 2020). 
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HelpNeed Classification 
 
Prior literature suggests that learning is reflected in both correctness and time in problem-solving (Beck & 
Gong, 2013; Corbett & Anderson,1994; Kai et al., 2018). Our HelpNeed classification is based on a 
problem-solving step’s duration and efficiency. Step duration can be Long if it is carried out in a time 
greater than 75th percentile of student step time for that problem and Quick otherwise. Efficiency is our 
proxy for eventual correctness and optimality in multi-step problem-solving, where the final solution is 
needed to gauge these values. We present more details on efficiency later in this section. 
 
Maniktala et al. define the following step behaviors in the HelpNeed model, ranging from most expert to 
least expert (Maniktala, Cody, Isvik et al., 2020). We categorize efficient steps as not needing help 
irrespective of duration, with short times classified as Expert-like and longer times classified as Strategic. 
Next, we consider a single quick inefficient step as a plausible guess, and categorize it as an 
Opportunistic step. We do not classify Opportunistic steps as HelpNeed because research suggests that 
students should be allowed to learn through plausible guesses in semi open-ended domains (Capraro et 
al., 2012; Polya, 2004) as long as they learn from their guesses. However, a prolonged guess-and-check 
strategy needs intervention. We define Far Off step as a sequence of quick inefficient steps that 
demonstrate a lack of strategy, and needing help. Finally, we classify a step to be Futile when a student 
spends significant time without making progress, and needs help. This category represents “wheel-
spinning” or unproductive struggle, where students exhibit a lack of mastery in a timely manner (Beck & 
Gong, 2013; Kai et al., 2018). 
 
Next, we describe our method for determining step efficiency (Maniktala, Cody, Isvik et al., 2020).  We 
use 72,560 unique states in the prior student data for 35 problems and 796 students. Step efficiency is our 
novel extension of the Hint Factory (Barnes et al., 2011) for assessing whether a step contributes toward 
an efficient solution. While some solution paths may not lead to solutions, some may lead to solutions 
that can be highly inefficient. Further, while a student can be in a state that leads to an efficient solution, 
there may be low probability for the student to select that path. Our method takes these aspects into 
account while determining the value of each step. First, an interaction network is generated using prior 
student data, where each node is a problem-solving state, each edge is a step (state transition), and the 
probability of each state-transition is recorded. A state transition occurs upon deriving a new logic 
statement or deleting one from the proof. Next, we carry out the Bellman backup for value iteration (used 
in reinforcement learning) on the states to determine their quality values. This involves assigning large 
rewards to solution states, large penalties to states that never lead to solutions, and small penalty for each 
step (to penalize longer solutions). Note that the Bellmann backup also considers the probability of 
transition between states, estimated using frequency, while assigning state quality values. We define two 
types of state quality metrics: local, which is the same as the values computed in the Hint Factory, and 
global, which we define using the following modified Bellman equation.  
 

    (1) 
 
Equation 1 sums GQV(s’) over all states s’ reachable from s, weighted by Pa(s'|s), taking into account all 
future actions a from a current state, rather than just the one with the maximum expected value. The 
global rewards GR are identical to the ones defined in the Hint Factory, except that we assign higher 
rewards for more optimal (shorter) solutions. Proof of convergence for the modified value iteration 
Equation 1 and an example problem illustrating this concept is given in Maniktala, Cody, Isvik et al. 
(2020). 
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The next step toward defining step efficiency is defining student progress. Since each problem can have a 
different range of state quality values, we need a reference state, or basis for comparison, from which we 
measure progress. There can be two reference states - the previous state, in which case we say that we are 
measuring relative progress, or the start state, in which case we measure the absolute progress. A step is 
called efficient if the progress, using either the local or global quality metric, is a non-negative number. 
Since there are two ways to measure quality, and two ways to measure progress, we investigated all four 
combinations to define step efficiency. Each combination of quality and progress captures a different 
perspective on step efficiency. We use the global quality and absolute progress measure of step efficiency 
to define HelpNeed because our prior analysis shows that it has the highest correlation with posttest 
performance (Maniktala & Barnes, 2020). 
 
HelpNeed Predictor 
 
With the aim to predict and prevent unproductive HelpNeed steps, we built our HelpNeed predictor with 
two classes: 1 for predicting HelpNeed, and 0 otherwise. Further, we developed two types of classifiers: 
state-based and state-free. The state-based classifier is used when a student’s problem-solving state can 
be matched with prior student data, and the state-free classifier is used otherwise. We engineered 63 step 
features and trained a variety of predictive models on student data from two semesters (N = 437) with an 
objective to maximize both recall (proportion of HelpNeed steps correctly predicted) and area under the 
ROC curve (AUC, the ability of a model to distinguish between HelpNeed and non-HelpNeed steps) 
assessed using cross validation. Random forest models had the best performance for both state-based 
(Recall = .9, AUC = .83) and state-free predictions (Recall = .91, AUC = .62). We erred toward high recall 
at the expense of AUC to ensure that we increase the chance of predicting HelpNeed when help is needed. 
More details about the training process including feature selection, model selection, and feature 
importance can be found in (Maniktala, Cody, Isvik et al., 2020). Note, the top three features for the state-
based classifier are (1) Global-Absolute Progress (33.5%), (2) current state’s Global Quality (22%), and 
(3) Local-Absolute Progress (13.1%). The top three features for the state-free classifier are (1) problem 
time (10.7%), (2) total clicks performed in a problem (8.5 %), and (3) incorrect logic rule applications in 
the problem (7.4%). The HelpNeed predictor was, therefore, defined as the combined state-based and 
state-free random forest classifiers that predict the next step’s HelpNeed classification as in Table 1 at the 
start of that step using the global-absolute step efficiency metric.  

Results  

The experiment was conducted in the Fall 2019 semester, where the tutor was given as a homework 
assignment to 123 undergraduate students in a discrete math course at North Carolina State University. 
Our controlled study had two conditions: in the Adaptive condition, students received proactive hints 
upon predictions of HelpNeed, and in the Control, no such interventions were given. Students in both 
conditions could request help on-demand. Our proactive hints use the interface of assertions that are 
partially worked steps hinting what logic statement to derive next (Maniktala, Cody, Barnes et al., 2020). 
 
Procedure 
 
The tutor is divided into four sections: introduction, pretest, training, and posttest. The introduction 
presents two worked examples to familiarize students with the tutor interface. Next, students solve two 
problems in a pretest, which is used to determine students’ incoming competence. Students are assigned a 
condition randomly using stratified sampling on pretest performance, resulting in 70 in Adaptive and 53 
in Control. Note that we set a larger sample size for the Adaptive condition to gather more data on how 
the adaptive policy was carried out. Next, the tutor guides students through the training section with 
fifteen problems of varying difficulty. Finally, students take a more difficult posttest with five problems. 
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Note that students can only receive hints in training, but the tutor is designed to provide immediate 
feedback whenever students make errors applying logic rules in all the sections. Among these 
participants, 111 (66 in Adaptive and 45 in Control) completed the tutor. We used a chi-squared test to 
assess the impact of tutor completion rates on the group sizes, and found that the impact was not 
significant (χ2

(1, N = 123) = 0.16, p = .69).  
 
Posttest Performance 
 
We hypothesized that students in the Adaptive condition would have better posttest performance than 
those in the Control condition, as measured by solution optimality and time. Optimality is an exponential 
decay function on normalized steps e-steps to account for the small variance in the number of steps and 
normalization is done via robust scaling. We found that on posttest solution optimality, the Adaptive 
group (Mean = .71, SD = .27) performed significantly better (t(110) = 1.74, p = .04) than the Control 
(Mean = .59, SD = .33), with a moderate effect size (Cohen’s d = 0.4). Next, on the total posttest time, we 
found a significant difference between the two groups using Welch’s t-test and a large effect size, t(110) 
= 3.99, p < .01, Cohen’s d = 0.8, with students in the Adaptive condition (Mean = 18 min, SD = 12 min) 
spending significantly less time on the posttest than those in the Control (Mean = 29 min, SD = 17 min). 
These results confirm our hypothesis about posttest performance. Note, we did not hypothesize or assess 
differences in the rule application errors because the tutor is designed to provide immediate feedback on 
incorrect rule applications without penalties, even in the pre- and post-tests. 
 
Training Behavior 
 
We also hypothesize that students in the Adaptive condition will exhibit better training behaviors, with (a) 
fewer HelpNeed steps, and (b) lower possible help avoidance, and higher possible help appropriateness (a 
higher chance of receiving help when it was likely to be needed), as measured using the HelpNeed 
classifier, when compared to the Control.  
 
We first compare the training HelpNeed between the two conditions. Overall, the Adaptive condition took 
marginally significantly fewer steps than the Control: Means: Adaptive: 121, Control: 133;  t(110) = 
1.29, p = .10. However, we found a significant difference between the two conditions in their quick 
inefficient steps, where the Adaptive condition significantly outperformed the Control for both 
Opportunistic (Means: Adaptive: 5, Control: 7,;p < .01), and Far Off steps (Means: Adaptive: 16, 
Control: 25; p = .02), but there were no significant differences in Futile steps between the two conditions 
(Means: Adaptive: 13, Control: 12, p = .47). Since we only observed differences in the Far Off steps but 
not the Futile steps, these results only partially confirm our hypothesis on reduced training HelpNeed 
steps for the Adaptive condition. Our results suggest that compared with the Control condition, the 
Adaptive condition avoided unnecessary Opportunistic and Far Off steps that might distract them away 
from efficient solutions. The significantly higher Opportunistic and Far Off steps in the Control condition 
may be a result of help avoidance because students may not know when to seek help (Azevedo & 
Cromley, 2004; Peña et al., 2011).  
 
Next, we present a comparison of help avoidance, abuse, and appropriateness between the two conditions. 
We use the help behaviors defined by Maniktala et al. using the HelpNeed classification and predictor 
(Maniktala, Cody, Isvik et al., 2020). Possible help avoidance is the percentage of total training steps that 
were observed to be HelpNeed but hints (on-demand or proactive) were neither requested nor proactively 
provided. The Adaptive condition (Mean = 12.5%, SD = 3.5%) has significantly lower possible help 
avoidance than the Control (Mean = 26.6%, SD = 5.2%) using a Mann-Whitney U test: (U = 138, p < 
.01). Next, possible help appropriateness is defined as the percentage of training steps predicted to need 
help and a hint was either requested or provided proactively. The Adaptive condition (Mean = 22.8%, SD 
= 4.8%) has significantly higher possible help appropriateness during training than the Control (Mean = 
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4.7%, SD = 2.2%): U = 155, p < .01. These results confirm our second hypothesis that students in the 
Adaptive condition had lower possible help avoidance and higher possible appropriate help than students 
in the Control.  
 
Finally, possible help abuse is the percentage of training steps with neither predicted nor observed 
HelpNeed but students requested hints, indicating either that the prediction was wrong and help was 
needed and effectively used, or it was right and help was abused. While we did not hypothesize any 
differences between the groups for this metric, we found a significant difference between the two 
conditions (U = 365, p < .01), with the Adaptive condition (Mean = 1.3%, SD = 0.4%) having lower 
possible help abuse than the Control (Mean = 5.8%, SD = 2.4%).  

Discussion 

Prior literature defining unproductive behavior either deals with metrics of problem-completeness (Beck 
& Gong, 2013) or domain-specific definitions that require expert knowledge (McLaren et al., 2014). 
However, the HelpNeed classification is established on step-level metrics that are domain-agnostic: 
efficiency and time. The success of the HelpNeed classification is attributed to its roots in educational 
literature and our novel data-driven efficiency metrics, especially the global quality value. We defined it 
as an extension of the Hint Factory—by modifying the Bellman equation to be more representative of 
student actions and varying solution rewards in proportion to their optimality.  
 
The next piece of the puzzle in solving the assistance dilemma was delivering assertions (partially worked 
steps) as hints upon predictions of HelpNeed. We used the interface of assertions because they have been 
shown to foster productive persistence among students with low prior knowledge (Maniktala, Cody, 
Barnes et al., 2020). Our post-hoc evaluation of the experiment shows that the Adaptive condition has 
fewer Opportunistic and Far Off steps in training, and better posttest performance (time and proof 
optimality) than the Control. While one can argue that the increased number of total hints could have 
improved the Adaptive condition's posttest performance, our research suggests that simply receiving more 
proactive hints at random times can be harmful, so it is important to identify when help is needed 
(Maniktala, Cody, Isvik et al., 2020).  
 
Researchers have investigated several ways to address poor help-seeking behaviors such as help 
avoidance and help abuse (Aleven & Koedinger, 2000; Aleven et al., 2006; Price et al., 2017). Our 
evaluation of students’ help behavior using our HelpNeed classification and predictor shows that the 
Adaptive condition had significantly lower help avoidance and abuse with significantly higher help 
appropriateness. Thus, our HelpNeed model effectively addresses the assistance dilemma.  

Recommendations and Future Research 

A tutor can incorporate the HelpNeed model if the following three aspects can be defined: (1) states, (2) 
state-transitions or steps, and (3) a scoring method for solutions. This lends itself readily to multi-step 
well-structured complex learning tasks in domains such as programming, math, physics, and statistics. 
Researchers have already experimented with adopting the Hint Factory to programming tutors (Peddycord 
III et al., 2014; Price et al., 2016; Rivers & Koedinger, 2013). Adopting the HelpNeed approach in these 
tutors can be relatively straightforward. Other domains are likely amenable, but have not been tested. One 
crucial step toward generalization is defining Opportunistic (inefficient but not HelpNeed) and Far Off 
(inefficient and HelpNeed) steps. For other problem-solving domains, these categories should be defined 
based on how long a student should be allowed to work without intervention.  
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The HelpNeed approach can enhance the pedagogical module of the Generalized Intelligent Framework 
for Tutoring (GIFT) for instructional management. HelpNeed could be incorporated into the Domain      
Module of GIFT, both to improve performance of the module and to validate HelpNeed’s generalizability. 
The Domain Module interprets problem-solving states from various forms of input to inform the Learner 
Module (Sottilare & Brawner, 2018). This in turn adjusts the approach of the Pedagogical Module (i.e., 
adjusts difficulty, task parameters, feedback, etc.). Incorporating HelpNeed into the Domain module, 
would allow for the development of specific condition classes to provide context on the timing and 
quality of steps enacted while completing a problem. These conditions could provide an at-, below-, or 
above-expectation label linked to how fast each step was completed, and the efficiency of each step 
leading to the outcomes and HelpNeed classifications, thus allowing for optimization within a given 
domain and application.       
      
Furthermore, future research could investigate the use of sequential HelpNeed classifications to better 
determine a performance plateau that might account to a competency level not inherently captured in 
problem by problem outcome data. Such sequences of expert-like, strategic, and opportunistic behaviors 
in complex learning tasks may reflect the development of expert skills and strategies. Typically, detecting 
expert skill development would require a complex domain model, but the HelpNeed approach relies in 
data typically available in transactional tutor logs, potentially enabling further optimization of GIFT and 
other tutors for competence modeling. 

Conclusions 

This chapter showcases how we can leverage the reinforcement learning technique of value iteration to 
define the value of a step in well-structured complex learning tasks. It also presents a HelpNeed 
classification that integrates step efficiency metrics with educational literature to determine steps where 
students need help, and use it to define an adaptive hint policy. The chapter presents empirical evidence to 
support that this adaptive hint policy effectively addresses the assistance dilemma in the logic tutor. 
Students who received adaptive assistance had fewer inefficient steps in training, and performed 
significantly better in the posttest (on time and optimality) than their control peers.  
 
The HelpNeed model may be generalized to other intelligent tutoring systems such as GIFT, but its 
effectiveness should be studied across domains and learning tasks. Incorporation into the GIFT Domain      
Module can facilitate this testing and add a valuable resource to GIFT’s toolkit.  
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CHAPTER 15 – ASSESSING COMPETENCY USING 
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AWARENESS PREPARATION FOR FUTURE LEARNING 
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Introduction  

One fundamental goal of learning is preparation for future learning (PFL) (Bransford & Schwartz, 1999) 
and being able to extend acquired skills and problem-solving strategies to different domains and 
environments. While substantial research has shown that PFL can be accelerated by obtaining 
metacognitive skills (Chi & VanLehn, 2010; Zepeda et al., 2015) or influenced by the individual’s 
motivation (Belenky & Nokes-Malach, 2013; Nokes & Belenky, 2011), no prior work investigated whether 
the interaction of the two factors could assess students’ competency for PFL. In this chapter, we tackle this 
research question in one type of highly interactive e-learning environment, Intelligent Tutoring Systems 
(ITSs). More specifically, we investigate whether the combination of metacognitive skills and motivation 
would assess students’ learning abilities in logic, and their competence to extend these abilities to a 
subsequent domain, probability. 

We focus on two types of metacognitive skills related to problem-solving strategies: strategy-awareness 
and time-awareness, that is respectively, how and when to use each strategy. Moreover, we track the 
accuracy collected from the online traces from both ITSs to measure students’ motivation levels. By doing 
so, we hypothesize that high-motivated students who additionally know how and when to use each strategy 
will yield the highest learning outcomes on a logic tutor and transfer their acquired skills to a subsequent 
probability tutor. Both tutors have been extensively evaluated in the past decade and a series of papers have 
been published to show their effectiveness independently (Barnes et al., 2008; Chi & Vanlehn, 2007; Chi 
& VanLehn, 2010). 

In deductive task domains such as logic and probability, solving a problem often requires producing a proof, 
argument, or derivation consisting of one or more inference steps, and each step is the result of applying a 
domain principle, rule, or operator. Prior work has shown that students often use a mixture of problem-
solving strategies such as forward chaining (FC) and backward chaining (BC) during their problem solving 
(Newell & Simon, 1972; Priest & Lindsay, 1992; Simon & Simon, 1978). Many prior studies investigated 
the impact of teaching students an explicit problem-solving strategy on their learning gains (Chi & 
VanLehn, 2007; Zepeda et al., 2015) or compared students who were taught different types of strategies 
(Boden et al., 2018; Chi & VanLehn, 2010). In this chapter, we argue that time-awareness should be 
considered as an independent type of metacognitive skill apart from problem-solving strategies, and we 
investigate:  

1. How students’ knowledge about how to use a problem-solving strategy (strategy-awareness) and 
when to use it (time-awareness) would impact their learning. 

2. How such impact would change when we consider the student motivation. 
3. How would the interactions between the two types of metacognitive skills and motivation impact 

students’ learning in a new domain, probability. 
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Background 

Bransford and Schwartz (1999) proposed the theory of PFL that states that students need to continue to 
learn, and investigates whether they are prepared to do so. Similar to prior work (Chi & VanLehn, 2010), 
we bring PFL into the ITS context, where it is possible to directly observe behaviors associated with PFL. 
In this chapter, we evaluate students’ choices of how and when to select a problem-solving strategy. Based 
on Winne and Azevedo (2014), mastering how to use each strategy is a cognitive skill, but when 
incorporated with awareness about when such strategy should be used, it becomes a metacognitive skill. 
Therefore, we consider strategy-awareness and time-awareness to be two different types of metacognitive 
skills. Specifically, we investigate how the interactions of the two types of metacognitive skills and 
motivation could impact PFL. 

The Impact of Metacognitive Skills on PFL 

Metacognition indicates one’s realization of their self-cognition as well as being able to regulate and 
understand it (Chambres et al., 2002; Roberts & Erdos, 1993). It is the act of exercising and monitoring 
control of cognitive skills (Efklides, 2011). Hence, we consider that a metacognitive skill consists of a 
cognitive skill and a regulator for controlling this skill. Many studies have shown that metacognitive skills 
have positive impacts on learning (Zepeda et al., 2019), on students’ learning behaviors (Belenky & Nokes, 
2009), and on PFL across ITSs (Zepeda et al., 2015; Chi & VanLehn, 2010). Several approaches have been 
used to evaluate metacognitive skills, such as strategy selection (Chi & VanLehn, 2010; Roberts & Erdos, 
1993), tutoring prompts (Zepeda et al., 2015; Belenky & Nokes, 2009), and reading comprehension and 
memory recall (Chambres et al., 2002). 

Zepeda et al. (2015) demonstrated that metacognitive instruction could influence student metacognitive 
skills, motivation, and transfer learning. Students who were taught planning, monitoring, and evaluating, 
made better metacognitive judgments and showed higher motivation levels (e.g. self-efficacy and task 
value) than those who were not taught these skills. As an example of PFL, the former also performed better 
on a novel self-guided learning task than the latter. 

In our prior work, Chi and VanLehn (2010) investigated the transfer of metacognitive skills from a 
probability tutor to a physics tutor. We showed that an ITS teaching domain-independent metacognitive 
skills could close the gap between high and low learners, not only in the domain where they were taught 
(probability), but also in a second domain where they were not taught (physics). In that study, the 
metacognitive skills included a problem-solving strategy and principle-emphasis instructions. We found 
that it was the principle-emphasis skill that is transferred across the two domains and that closed the gap 
between the high and low learners. In this chapter, we investigate how students’ own metacognitive skills 
(strategy- and time-awareness) would impact their learning and also prepare them for future learning in a 
new domain with a new ITS. 

The Impact of Motivation on PFL 

Substantial work has shown the impact of motivation on PFL (Belenky & Nokes-Malach, 2012, 2013; 
Nokes & Belenky, 2011). For instance, Belenky and Nokes-Malach (2012) found that PFL is influenced by 
the interaction of students’ motivation and different forms of instruction. They found that students who had 
high mastery-approach goal orientation showed signs of transfer, irrespective of the instruction type. 
Furthermore, students who were allowed to innovate new strategies developed higher motivation aspects, 
compared to those who followed direct instruction. Later, the same innovative students showed strong 
evidence of PFL when given a final word problem. Nokes and Belenky (2011) incorporated students’ 
achievement goals into a PFL framework that accounts for transfer success or failure. The framework 
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represents a loop of goal generation, environment interpretation, knowledge & goal representation, solution 
generation, and solution evaluation. The last step decides whether the loop will be repeated or not. After 
testing this framework, they reported that mastery-approach goal-oriented students were more likely to 
succeed in knowledge transfer. 

One of the crucial questions for research on motivation is how to define and measure motivation. Eccles 
(1983) defined motivation to be the individual’s perception of three factors: expectations for success, 
subjective task value, and intrinsic interest. The three factors respectively represent how much success one 
would expect from a task, what value it has and why there would be an interest to accomplish it. Touré-
Tillery and Fishbach (2014) classified motivation into two dimensions: process-focused ‘doing it right’ and 
outcome-focused ‘getting it done’. To measure motivation, prior research explored self-efficacy (Boden et 
al., 2018; Kalender et al., 2019; Zepeda et al., 2015), goal orientation (Otieno et al., 2013; Belenky & 
Nokes-Malach, 2012, 2013), and accuracy (Touré‐Tillery & Fishbach, 2014). The majority of these studies 
used surveys to measure these aspects. For instance, Kalender et al. (2019) used a survey to measure three 
motivational aspects based on the achievement goals: self-efficacy, interest, and sense of belonging. In 
recent years, digital technologies such as ITSs made it possible to measure motivation using students’ online 
traces in ITSs (Otieno et al., 2013). Otieno et al. (2013) used the online use of hints and glossaries in a 
geometry tutor as a motivation measure and found that the online measures differ from the motivation 
measures using questionnaire data, and the former was more predictive of posttest scores than the latter. 
Therefore, in this chapter, we use students’ online traces to measure their motivation levels. More 
specifically, we extract the initial accuracy from each tutor to measure students’ motivation. 

Experiment 

Our data were collected from an undergraduate computer science course at North Carolina State University 
across three semesters. Students were trained on the logic tutor first, and then on the probability tutor six 
weeks later. The tutors were assigned as one of their regular homework assignments and the completion of 
both tutors was required for full credit. Students were told that the assignment would be graded based on 
the demonstrated effort, not performance. A total of 495 students finished both tutors with the following 
distribution: 𝑁𝑁 =  151 for Fall 2017, 𝑁𝑁 =  128 for Spring 2018, and 𝑁𝑁 =  216 for Fall 2018. 

 

(a)  Direct Proof        (b)  Indirect Proof 

Figure 1. Logic Tutor Problem-Solving Strategies 
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Methods 

The Logic and Probability tutors  

Students went through a standard pretest-training-posttest procedure on each tutor. The logic tutor teaches 
students propositional logic proofs. A student can solve a problem in one of two strategies: direct or indirect. 
Figure 1a shows that for direct proofs, a student needs to derive the conclusion node at the bottom from the 
givens at the top; while Figure 1b shows that for indirect proofs, a student derives a contradiction from the 
givens and the negation of the conclusion. Both logic pre- and post-test have two problems and their scores 
are a function of time and accuracy. The training on the logic tutor includes 20 problems. 

Figure 2 shows the graphical user interface (GUI) for the probability tutor that teaches students how to 
apply principles to solve probability problems. The pre- and post-test sections have 14 and 20 problems, 
respectively. These problems require students to derive an answer by writing and solving one or more 
equations. The training includes 12 problems. 

 
                       Figure 2. Probability Tutor Interface 

 

There are two major differences between the two ITSs:  

1. In the probability tutor, the pre- and post-test scores are based on accuracy. Both tests were graded 
in a double-blind manner by experienced graders using a partial-credit rubric. In the logic tutor, 
they are based on both accuracy and efficiency. Since there are only two questions in each test, the 
class instructor believes that it is as important for students to solve them accurately as for them to 
solve them quickly. For comparison purposes, all test scores are normalized to the range of [0, 100]. 
Note that in both tutors, the posttest is much harder than the pretest.  

2. In the logic tutor, students can select FC-like direct proofs (the default) or choose to switch to BC-
like indirect proofs. Conversely, in the probability tutor, students can only use BC during training. 
In both tutors, students can employ any strategy during the pre- and post-test. 

Metacognitive Skills 

Students can choose to switch problem-solving strategies only when training on the logic tutor. Hence, we 
measure students’ metacognitive skills based on their interactions with the logic tutor alone. The training 
section in the logic tutor is organized into five ordered levels with an incremental degree of difficulty and 
each level consists of four problems. Each problem can be solved by either following the default FC (direct) 
or switching to BC (indirect). However, most advanced problems (in higher levels) can be solved much 
more efficiently by BC. Therefore, we expect that effective problem solvers should switch their strategy on 
these problems, and more importantly, they should switch it early when solving them. Thus, our 
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metacognitive skill measurement is a combination of strategy-awareness: using the default direct proof or 
switching to indirect proof (Chambres et al., 2002; Chi & VanLehn, 2010; Roberts & Erdos, 1993), and 
time-awareness: when such switch happens (Winne & Azevedo, 2014). We consider two factors in time-
awareness: one is that a student should switch in later levels (harder training problems) where the savings 
will be big and the other is that students should switch early (when convenient) during solving a problem. 
On average, students take 210 actions to solve a problem, and the median number of actions that a student 
takes before switching is 30. Therefore, we calculated the metacognitive score (MetaScore) for a student i 
as: 

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑐𝑐𝑀𝑀𝑀𝑀𝑀𝑀𝑖𝑖  = ����𝐿𝐿 ∗  𝑀𝑀𝑆𝑆𝑆𝑆𝑀𝑀𝑀𝑀𝑀𝑀𝑖𝑖𝑖𝑖  ∗ 𝑇𝑇𝑆𝑆𝑆𝑆𝑀𝑀𝑀𝑀𝑀𝑀𝑖𝑖𝑖𝑖�
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where strategy-awareness 𝑀𝑀𝑆𝑆𝑆𝑆𝑀𝑀𝑀𝑀𝑀𝑀𝑖𝑖𝑖𝑖 =  1 indicates that student i switched strategy when solving problem 
p at level L, while 0 means no switch. For time-awareness, 𝑇𝑇𝑆𝑆𝑆𝑆𝑀𝑀𝑀𝑀𝑀𝑀𝑖𝑖𝑖𝑖 =  1 indicates that the student i 
switched early on problem p (≤ 30 actions) while 𝑇𝑇𝑆𝑆𝑆𝑆𝑀𝑀𝑀𝑀𝑀𝑀𝑖𝑖𝑖𝑖 = -1 is for a late switch (> 30 actions). As 
stated before, the training levels have an incremental degree of difficulty, as each level introduces a new 
logic rule. Since the rate of change of rules per level is constant, the difficulty of the tutor was assumed to 
be linear, and therefore, we weighted the strategy- and time-awareness by the corresponding level number. 
Based on this formula, 𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑐𝑐𝑀𝑀𝑀𝑀𝑀𝑀𝑖𝑖 > 0 suggests that student i is both strategy-aware and time-aware; if 
𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑐𝑐𝑀𝑀𝑀𝑀𝑀𝑀𝑖𝑖 < 0, it shows that student i is strategy-aware but not good at knowing when to switch (time-
unaware). Finally, if 𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑐𝑐𝑀𝑀𝑀𝑀𝑀𝑀𝑖𝑖 = 0, we do not have enough evidence on the student’s metacognitive 
skills in that he may simply follow the default FC settings. Based on MetaScores, students are classified 
into three groups: those who show both strategy- and time-awareness (MetaScore > 0) are referred to as the 
‘Str_Time’ group (𝑁𝑁 =  145); those who showed strategy awareness only (MetaScore < 0) as ‘Str_Only’ 
(𝑁𝑁 =  166); and the default students (MetaScore = 0) as ‘Default’ (𝑁𝑁 =  184). 

Motivation 

Inspired by prior research (Touré‐Tillery & Fishbach, 2014), we measured students’ motivation by tracking 
the accuracy of their online traces. By doing so, we acknowledge that students often have different 
motivations: some are more process-focused for learning the domain as much as possible and some are 
more outcome-focused for better grades. Similar to prior work (Rheinberg et al., 2000; Vollmeyer & 
Rheinberg, 2006), we define students’ motivation based on their initial interactions in the early stages of 
each tutor. More specifically, we use the percentage of correct rule applications in the first two problem-
solving questions as our motivation indicators. In other words, our measured students’ initial motivation 
levels do not consider that students’ motivation levels may change over time. Students are divided into 
high- and low-motivation groups through a median split. For Logic: 𝐻𝐻𝑀𝑀𝐿𝐿𝐿𝐿𝐿𝐿𝑖𝑖𝐿𝐿(𝑁𝑁 =  248) and 𝐿𝐿𝑀𝑀𝐿𝐿𝐿𝐿𝐿𝐿𝑖𝑖𝐿𝐿(𝑁𝑁 =
 247), and for Probability: 𝐻𝐻𝑀𝑀𝑃𝑃𝑃𝑃𝐿𝐿𝑃𝑃 (𝑁𝑁 =  249) and 𝐿𝐿𝑀𝑀𝑃𝑃𝑃𝑃𝐿𝐿𝑃𝑃(𝑁𝑁 =  246). A chi-square test showed no 
significant evidence on students staying in the same motivation level from the logic tutor to the probability 
one: 𝜒𝜒2(1,𝑁𝑁 =  495)  =  1.26,𝑝𝑝 =  .26 . In other words, students’ motivation levels may change over a 
course of a semester or change due to the subjective domains. Additionally, our motivation definition differs 
from students’ incoming competence in that one-way ANOVA showed no significant difference in the 
pretest scores between the high- and low-motivation students: 𝐹𝐹(1, 493)  =  0.7,𝑝𝑝 =  .17  for Logic and 
𝐹𝐹(1, 493)  =  0.001,𝑝𝑝 =  .98  for Probability. 



 
 

126 
 

Results 

We will examine the impact of 1) metacognitive skills alone, 2) motivation alone, and 3) the interactions 
of the two on students’ learning across both tutors. For each tutor, students’ learning performance is 
measured using their corresponding pre- and post-test scores, together with their normalized learning gain 
(NLG) defined as: (𝑁𝑁𝐿𝐿𝑁𝑁 = 𝑃𝑃𝐿𝐿𝑃𝑃𝑃𝑃 − 𝑃𝑃𝑃𝑃𝑃𝑃

√100 − 𝑃𝑃𝑃𝑃𝑃𝑃
) (Zhou et al., 2019), where 100 is the maximum posttest score. For 

reporting convenience, we normalize the pre and post scores to the range of [0, 100]. 
 

Table 1. Comparing the three Metacognitive Groups in each tutor 

  Logic Tutor Probability Tutor 

Group Size Pre Post NLG Pre Post NLG 

Str_Time  145 78.4 (3.2) 75.8 (1.7) 0.94 (.395) 72.3 (2.8) 75.5 (3) 0.02 (.06) 

Str_Only 166 74.9 (3) 68.2 (1.67) -0.46 (.39) 72.1 (2.5) 74 (2.8) 0.01 (.05) 

Default 184 75.5 (2.8) 70.9 (1.68) 0.19 (.393) 71.8 (2.6) 73.4 (2.6) -0.007 (.05) 

Metacognitive Skills 

Table 1 above compares the three metacognitive groups’ learning performances on the logic and probability 
tutors. It shows the mean and SD of the pretest scores (Pre), the posttest scores (Post), and the NLGs. For 
the logic tutor, while we found no significant difference among the three groups on Pre, a one-way 
ANCOVA analysis with the metacognitive group as a factor and the pretest score as a covariate showed a 
significant difference in their posttest scores: 𝐹𝐹(2, 491)  =  17.3,𝑝𝑝 <  .001,𝜂𝜂 = 0.3. Subsequent contrast 
analyses showed that Str_Time scored significantly higher than both Str_Only: 𝑀𝑀(309)  =  5.8,𝑝𝑝 <
 .0001,𝑑𝑑 = 4.5and Default: 𝑀𝑀(327)  =  3.8,𝑝𝑝 <  .001,𝑑𝑑 = 2.9. Additionally, Default scored significantly 
higher than Str_Only: 𝑀𝑀(348)  =  2.2,𝑝𝑝 =  .03,𝑑𝑑 = 1.6. For NLG, while a one-way ANOVA showed no 
significant difference among the three groups on the logic NLG, subsequent contrast analyses showed that 
Str_Time scored significantly higher than Str_Only: 𝑀𝑀(309)  =  2.4,𝑝𝑝 =  .02, 𝑑𝑑 = 3.6. For the probability 
tutor, however, no significant results were found among the three metacognitive groups on either Pre, Post, 
or NLG. 

To summarize, these results suggest that strategy-awareness alone cannot lead students to learn better in 
logic; students need to be time-aware as well. Additionally, while Str_Time group learned significantly 
better than Str_Only and Default in logic, this was not observed in probability. For Str_Only students, it 
seems they were negatively affected by their lack of time-awareness, given the aforementioned note that 
the posttest is much harder than the pretest. 

Motivation Level 

Table 2 compares the learning performance of the high- and low-motivation groups on the logic and 
probability tutors. As mentioned before, no significant difference was found between the high- and low-
motivation groups on the pretest on either tutor. As expected, a one-way ANCOVA analysis using 
motivation as a factor and pretest as a covariate showed that on both tutors, high-motivation students scored 
significantly higher than their low peers on the corresponding posttest: 𝐹𝐹(1, 492)  =  15.8,𝑝𝑝 <  .001,𝜂𝜂 =
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0.17 for logic and 𝐹𝐹(1, 492)  =  24.5,𝑝𝑝 <  .001,𝜂𝜂 = 0.17 for probability. For the NLG, while no 
significant difference was found between the two groups’ logic NLG, one-way ANOVA showed that highly 
motivated students had significantly higher probability NLG than their low peers: 𝐹𝐹(1, 493)  =  7.6,𝑝𝑝 <
 .01, 𝜂𝜂 = 0.12. In short, this suggests that our motivation measure is reasonable in that: the highly motivated 
students indeed significantly outperformed their low-motivated peers on the posttest on both the logic and 
probability tutors. They also had significantly higher NLG on the probability tutor. 
 

Table 2. Comparing the Motivation Level in each tutor 

Logic Tutor 

Group Size Pre Post NLG 

𝐻𝐻𝑀𝑀𝐿𝐿𝐿𝐿𝐿𝐿𝑖𝑖𝐿𝐿  248 78.9 (5.3) 73.6 (1.4)  0.25 (.06) 

𝐿𝐿𝑀𝑀𝐿𝐿𝐿𝐿𝐿𝐿𝑖𝑖𝐿𝐿 247 73.4 (5.5) 69.2 (1.4) 0.14 (.07) 

Probability Tutor 

Group Size Pre Post NLG 

𝐻𝐻𝑀𝑀𝑃𝑃𝑃𝑃𝐿𝐿𝑃𝑃  249 81.7 (4.2) 79 (1.8) 0.05 (.04) 

𝐿𝐿𝑀𝑀𝑃𝑃𝑃𝑃𝐿𝐿𝑃𝑃 246 77 (4.4) 69 (2.5) -0.03 (.04) 

Interaction Between Metacognition and Motivation 

Logic Tutor 

 

(a)  Logic Posttest         (b)  Logic NLG 

Figure 3. Logic Performance: Metacognition and Motivation 

 

Combining the three metacognitive groups (Str_Time, Str_Only, and Default) with the two motivation 
levels (𝐻𝐻𝑀𝑀𝐿𝐿𝐿𝐿𝐿𝐿𝑖𝑖𝐿𝐿 and 𝐿𝐿𝑀𝑀𝐿𝐿𝐿𝐿𝐿𝐿𝑖𝑖𝐿𝐿) resulted in six groups. A chi-square test showed no significant difference in 
the distribution of motivation level across the metacognitive groups: 𝜒𝜒2(2,𝑁𝑁 =  495)  =  2.87,𝑝𝑝 =  .24. 
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Additionally, no significant difference was found among the six groups on the logic pretest: 𝐹𝐹(2, 489)  =
 0.69,𝑝𝑝 =  .49. 

Figure 3 compares the six groups’ performance on the logic tutor. Regarding the logic posttest (Fig. 3a), a 
two-way ANCOVA using the metacognitive groups and motivation levels as factors and pretest as a 
covariate showed no significant interaction effect. However, there was a main effect of metacognitive 
groups: 𝐹𝐹(2, 488)  =  16.6,𝑝𝑝 <  .0001, and a main effect of motivation level: 𝐹𝐹(1, 488)  =  16.7, 𝑝𝑝 <
 .0001. More specifically, within each metacognitive group, 𝐻𝐻𝑀𝑀𝐿𝐿𝐿𝐿𝐿𝐿𝑖𝑖𝐿𝐿 significantly outperformed the 
corresponding 𝐿𝐿𝑀𝑀𝐿𝐿𝐿𝐿𝐿𝐿𝑖𝑖𝐿𝐿group: 𝑀𝑀(143)  =  2,𝑝𝑝 =  .04,𝑑𝑑 = 1.4 for Str_Time, 𝑀𝑀(164)  =  3.1,𝑝𝑝 <  .01,𝑑𝑑 =
2.4 for Str_Only and 𝑀𝑀(182)  =  2.1,𝑝𝑝 =  .03,𝑑𝑑 = 1.4 for Default. Among the three 𝐻𝐻𝑀𝑀𝐿𝐿𝐿𝐿𝐿𝐿𝑖𝑖𝐿𝐿groups, the 
high-motivation Str_Time students scored significantly higher than their peers: 𝑀𝑀(160)  =  3.8,𝑝𝑝 <
 .001,𝑑𝑑 = 3 against the high-motivation Str_Only peers and 𝑀𝑀(165)  =  2.8,𝑝𝑝 <  .01,𝑑𝑑 = 2.1 against the 
high-motivation Default ones.  

For the NLG (Fig. 3b), a two-way ANOVA using the same two factors found no significant interaction 
effect nor any main effect. However, among the three 𝐻𝐻𝑀𝑀𝐿𝐿𝐿𝐿𝐿𝐿𝑖𝑖𝐿𝐿groups, the high-motivation Str_Time scored 
significantly higher than both high-motivation Str_Only: 𝑀𝑀(160)  =  2.3,𝑝𝑝 =  .03,𝑑𝑑 = 5.4 and high-
motivation Default: 𝑀𝑀(165)  =  2.2,𝑝𝑝 =  .03,𝑑𝑑 = 3.5. No significant difference was found among the three 
𝐿𝐿𝑀𝑀𝐿𝐿𝐿𝐿𝐿𝐿𝑖𝑖𝐿𝐿groups. Additionally, only within the two Str_Time groups, the high-motivation students scored 
significantly higher than their low-motivation peers. No significant difference between the high- and low-
motivation groups was found within Default and Str_Only. In short, our results suggest that the high-
motivation Str_Time group performs the best among the six groups in terms of both posttest and NLG 
scores on the logic tutor. 

Probability Tutor 

 

(a)  Probability Posttest         (b)  Probability NLG 

Figure 4. Probability Performance: Metacognition and Motivation 

 

Similarly, we combined the three metacognitive groups with the two motivation levels defined based on 
students’ interactions on the probability tutor: 𝐻𝐻𝑀𝑀𝑃𝑃𝑃𝑃𝐿𝐿𝑃𝑃and 𝐿𝐿𝑀𝑀𝑃𝑃𝑃𝑃𝐿𝐿𝑃𝑃, resulting in six groups. A chi-square 
test showed students’ motivation level on the probability tutor did not differ significantly across the three 
metacognitive groups: 𝜒𝜒2(2,𝑁𝑁 =  495)  =  0.53,𝑝𝑝 =  .76. Moreover, we found no significant difference 
between the six groups on the probability pretest: 𝐹𝐹(2, 489)  =  0.5,𝑝𝑝 =  .63. 

Figure 4 depicts the performance of the six groups on the probability tutor.  For the posttest (Fig. 4a), a 
two-way ANCOVA using metacognitive skills and motivation as factors and pretest scores as a covariate 
showed a significant interaction effect: 𝐹𝐹(2, 488)  =  3.8,𝑝𝑝 =  .02,𝜂𝜂 = 0.09. Additionally, there was a 
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main effect of motivation in that high-motivation students scored significantly higher than their low peers: 
𝐹𝐹(1, 488)  =  24.4,𝑝𝑝 <  .0001. Among the three highly motivated groups, both Str_Time and Str_Only 
scored significantly higher than Default: 𝑀𝑀(163)  =  2.4,𝑝𝑝 =  .02,𝑑𝑑 = 1.9 and 𝑀𝑀(171)  =  2.4,𝑝𝑝 =
 .02,𝑑𝑑 = 1.7, respectively. However, no such difference was found among the three low-motivation groups. 

Similarly, as shown in Figure 4b, a two-way ANOVA using metacognitive skills and motivation as factors 
showed a significant interaction effect on the probability NLG: 𝐹𝐹(2, 489)  =  6.4,𝑝𝑝 <  .01, 𝜂𝜂 = 0.16 and 
there was also a main effect of motivation: 𝐹𝐹(1, 489)  =  7.8,𝑝𝑝 <  .01. Subsequent contrast analyses 
showed that high-motivation Str_Time students scored significantly higher than their low peers: 𝑀𝑀(143)  =
 3.8,𝑝𝑝 <  .001,𝑑𝑑 = 4.4. The same pattern was observed between the two Str_Only groups: 𝑀𝑀(164)  =
 2.2,𝑝𝑝 =  .03,𝑑𝑑 = 2.9. Across the three high-motivation groups, both Str_Time and Str_Only scored 
significantly higher than their Default peers: 𝑀𝑀(163)  =  3,𝑝𝑝 <  .01,𝑑𝑑 = 4.2 and 𝑀𝑀(171)  =  2,𝑝𝑝 =
 .04,𝑑𝑑 = 2.5, respectively. In short, on our probability tutor, the high-motivation Str_Time group performs 
the best among the six groups, on both posttest scores and NLGs. 

Conclusions and Discussions 

In this chapter, we investigated how two factors, metacognitive skills and motivation, would impact student 
learning across two domains: logic and then probability. Our results from analyzing 495 students’ 
performance on two tutors show that when considering each factor alone, no consistent robust pattern is 
found. However, when we combine the two factors, we find that students who are highly motivated, 
strategy-aware, and time-aware consistently outperform their peers across both domains. 

Firstly, and most importantly, our analyses confirm the importance of motivation in that across both tutors, 
the impacts of metacognitive skills on student learning are only observed among the highly motivated 
student groups. For low motivated students, no significant difference was found among the three 
metacognitive groups in either tutor. In other words, our results reveal an aptitude-treatment interaction 
(ATI) effect (Kanfer & Ackerman, 1989) in that some students may be insensitive to learning unless the 
presented material matches their aptitude. While such findings are not surprising, they suggest that it is 
crucial to further understand why certain students lack motivation, and to explore how to motivate them. 
Moreover, our findings indicate that our choice of using students’ online accuracy traces on the first two 
questions is a reasonable way to measure their motivation levels. 

Secondly, while problem-solving strategies have been extensively explored in prior research, as far as we 
know this is the first work that investigates students’ metacognitive skills from both strategy-aware and 
time-aware aspects. Our results suggest that these two skills are indeed different in that while both Str_Time 
and Str_Only groups know about problem-solving strategies, only the former knows when to apply them. 
More importantly, it is essential to consider the time-aware aspect when assessing students’ metacognitive 
skills in that when highly motivated, Str_Time consistently outperforms their Str_Only and Default peers 
on both tutors. 

Thirdly, our results show that Str_Only can benefit greatly by training on an ITS that explicitly teaches and 
follows problem-solving strategies. While the high-motivation Str_Only performed worse than their high-
motivation peers on the logic tutor, they performed as well as the high-motivation Str_Time and both 
outperformed their Default peers on the probability tutor. One potential explanation is that the time-aware 
aspect of the skills is not needed when training on the probability tutor, since it follows the same explicit 
problem-solving strategy on all problems. 

Finally, we emphasize the importance of mastering different problem-solving strategies for highly 
motivated students, and its role on PFL. We found that only across the highly motivated groups, both 
Str_Only and Str_Time had significantly higher probability scores than the Default group. This finding 
suggests evidence for metacognitive skill transfer for highly motivated students who are also aware of 
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switching strategies. To sum up, while time awareness could be a decisive factor for consistency, strategy 
awareness might identify students who are prepared for future learning. 

Despite these findings, it is important to note that there are at least two caveats in our analyses. First, we 
measured students’ motivation using the first two problems on each tutor and we did not consider that 
students’ motivation levels may vary during the training. Also, the probability tutor supports only one 
problem-solving strategy. A more convincing testbed would be to use any ITS that supports different types 
of strategies, so we can investigate whether students can properly use them. 

Recommendations and Future Research 

This chapter reinforces the significance of understanding how and when to apply each problem-solving 
strategy. This is consistent with prior findings that within multi-strategy domains, it is insufficient to only 
learn what each strategy is. Rather, it is equally important to learn when to use each. Therefore, the 
Generalized Intelligent Framework for Tutoring (GIFT) can benefit from this by prioritizing the importance 
of mastering how and when to use each strategy. For example, GIFT can ensure that individuals understand 
the methodology, context, timing, and reasoning beyond a given strategy. 

For future work, we will investigate whether explicitly teaching different problem-solving strategies would 
boost the performance of students who lack strategy-awareness or time-awareness so that they can catch up 
with their peers. Additionally, we will explore different ways of motivating students and meeting their 
expectations about the content and interface of the tutors. 
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CHAPTER 16 ‒ MAINTAINING CHAINS OF EVIDENCE WITH XAPI  
 

Florian Tolk 
ADL Initiative      

Introduction  

The Generalized Intelligent Framework for Tutoring (GIFT) is a very powerful platform for training, with 
multiple tools to improve both the learner’s experience as well as enhancing the performance of the 
teacher. Within this chapter, we focus on the capability of GIFT to leverage the Experience Application 
Program Interface (xAPI; Advanced Distributed Learning Initiative, 2013) specification. The ADL 
Initiative is currently working towards building a learning services ecosystem that leverages xAPI in a 
manner detailed in this chapter. 
 
 
In addition to the xAPI specification, this chapter borrows heavily from the cmi5 (cmi5 Working Group, 
2021) specification, which adds additional rules and guidelines when using xAPI. This chapter covers 
how to best leverage xAPI not only to track meaningful data, but to also provide chains of evidence that 
connect earned competencies back to the exercises that were used to earn them.  

Methods 

The xAPI specification developed by IEEE details how to track and store information on a learner’s 
interaction with educational experiences through the use of JavaScript Object Notation (JSON; Ecma 
International, 2017). This spec breaks interactions down into 6 major sections:  

1. Actor – The entity that is the subject of the statement (Required)  
2. Verb – The interaction that is being tracked (Required)  
3. Object – The object that is being interacted with (Required)  
4. Authority – The reporter of this event (Optional)  
5. Result – The outcome of the tracked event (Optional)  
6. Context – Any additional required information about the event (Optional)  

Breaking down all learning events into these six properties allows any information needed to be tracked in 
a consistent, yet flexible structure. While this flexibility is a major strength of the xAPI spec, it allows the 
use of proprietary terms and vocabulary to describe the content, which can cause inconsistency in how 
data is tracked. This challenge is addressed by xAPI Profile Specification, which allows the definition of 
specific vocabulary for a particular set of xAPI Statements (e.g., already established definitions supported 
by the community of interest). Of particular interest is that this capability also supports drawing out 
templates for full xAPI statements and expected chain of events. While all three sections of an xAPI 
Profile are important, this chapter focuses on the use of templates, patterns, and the context field to 
maintain chains of evidence for learning in an xAPI enabled ecosystem, embedded in GIFT.  

The xAPI specification can be broken down into 3 things: the JavaScript Object Notation (JSON) 
specification, sending/receiving xAPI statements, and the storage of these statements. First of all, xAPI is 
an extension of the JSON specification. This is a way to display data in such a way that both a machine 
and a human can understand it. xAPI takes this specification and further narrows how the data can be 
displayed, breaking each JSON statement down into roughly 3 sections: Actor, Verb, and Object; making 
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each xAPI statement read like a simple sentence. For example: “Learner A (Actor) completed (Verb) 
Course 7.” 

Once an xAPI statement is generated, it is sent to a Learner Record Store (LRS). To do this, an LRS 
essentially provides a URL that systems can then send these xAPI statements to through a secure HTTP 
request, or that systems can pull statements from via a secure HTTP request. Security requirements are 
included in the xAPI specification, such as the requirement for some form of authorization being included 
in all requests. 

Finally, once the statement has been sent to the LRS, it has to verify that this JSON statement complies 
with the xAPI specification. If it complies with the specification, the statement is then stored in the LRS, 
and it sends the system that sent the statement a confirmation that this statement is now stored within the 
LRS and can be retrieved by other systems. Once a statement is saved within an LRS, it may not be 
deleted, and may not be altered any more, providing a reliable piece evidence that learning has occurred. 

The first step to having traceable chains of evidence in an xAPI data pool is to determine in what order 
events will happen. This, as well as a lot of additional metadata, can be defined by using an xAPI profile. 
When using an xAPI profile, the expected order of events is called a pattern. Patterns can also be labeled 
as primary patterns if they must be checked for matching sequences of statements. This label marks 
specific flows as ones that are preferably, though not exclusively, followed.  

It is possible to send and receive statements in an order that has not been defined in an xAPI profile, but it 
is best to add these sequences as non-primary patterns to an xAPI profile. These patterns will not restrict 
how the xAPI spec is used but will help data analysts generate better views of the data once the profile 
has been implemented within the learning environment.  

Once all of the patterns have been established, it is time to allow statements to be linked together. 
Natively xAPI does allow three ways to link xAPI statements together:   

1. setting the statement’s object as a SubStatement,   

2. setting the statement’s object as a Statement Reference (StatementRef), and   

3. using the registration property.   

SubStatements and Statement References function in nearly the same way, and directly point to another 
xAPI statement. A SubStatement is a fully defined xAPI statement that is nested inside of another, and a 
Statement Reference is the statement id of another already existing xAPI statement. This allows previous 
xAPI statements to be directly targeted by a statement. A situation where this might become useful would 
be when one user sends an assertion of competence. This user’s assertion would then be processed either 
by a system, or another trusted user to approve or deny the previous statement:  

1. Statement 1: Learner1 Asserted Competency 3  
2. Statement 2: Admin3 Approved Statement 1  

This works very well when one event is being evaluated, but not as well when there is a long series of 
related events occurring one right after the other, like during an exercise where all of a learner’s actions 
are tracked in xAPI. At this point, the registration property and patterns become the best alternative.  

When the registration property is used, it is important to track when an xAPI statement is generated using 
the timestamp property. In addition to correctly timestamping xAPI statements, it is important to define 
the patterns in which these statements are expected to occur within an xAPI profile. This allows the future 
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consumers of these statements to quickly track the connected xAPI statements, as well as quickly spot any 
irregularities within the collected data.  

Once patterns have been properly defined it is possible to associate multiple statements with each other 
through the use of the registration property. The xAPI specification applies the concept of registration 
more broadly than most Learning Management Systems (LMSs) and can be considered to be an attempt, a 
session, or span multiple activities. Normally the same registration is used for requests to both the 
Statement and State Resources relating to the same learning experience so that all data recorded for the 
experience is consistent.  

A sample of the registration properly being used would run as follows:  
1. Statement1: Learner2 Launched Lesson1  

1. Registration Code: ec531277-b57b-4c15-8d91-d292c5b2b8f7  
2. Statement2: Learner2 Completed Lesson1  

1. Registration Code: ec531277-b57b-4c15-8d91-d292c5b2b8f7  
3. Statement3: Learner2 Passed Lesson1  

1. Registration Code: ec531277-b57b-4c15-8d91-d292c5b2b8f7  

When a learning record consumer wishes to track these connected statements, they can now pull all xAPI 
statements with this specific registration code and use the timestamps and the patterns in the profile to 
order them as they occurred. This is the approach currently used by the cmi5 specification to link xAPI 
statements and maintain chains of evidence.  

In order to add more clarity to statement associations, it is recommended to also leverage the context 
activities property. Many Statements do not just involve one (Object) Activity that is the focus but relate 
to other contextually relevant Activities. Context activities allow these relations to be expressed within an 
xAPI statement. There are four categories that these relations can be expressed as: Parent context 
activities, Grouping context activities, Categories context activities, and Other context activities. 

● The Parent context activity is an activity with a direct relation to the activity which is the object 
of the statement. In almost all cases there is only one sensible parent or none, not multiple, but it 
is not forbidden. For example: A statement about a quiz question would have the quiz as its 
parent Activity.  

● The Grouping context activity is an activity with an indirect relation to the activity which is the 
object of the statement. For example: a course that is part of a qualification. The course has 
several classes. The course relates to a class as the parent, the qualification relates to the class as 
the grouping. 

● The Category context activity is an activity used to categorize or “tag” the statement. Category 
should be used to indicate a profile of xAPI behaviors, as well as other categorizations. For 
example: When the learner attempts a biology exam, and the statement is tracked using the cmi5 
profile. The statement's object refers to the exam, and the category is the cmi5 profile. 

● Finally, the Other context activity acts as a catch-all for any other activities that may be related to 
a statement and not covered by the other three categories. When using this context activity to 
track relations, it is important to clearly define how these context activities are related to the 
statement in an xAPI profile. 

The last step to fully defining a chain of evidence is to define the competency assertion and provide a link 
to the end of this evidentiary chain. The ADL Initiative does this with a context extension, called the 
evidence extension, to their assertion statements (Advanced Distributed Learning Initiative, 2020). This 
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context extension is not included in the xAPI specification but leverages the rules of the spec to extend 
the capabilities of xAPI. This extension is an array of pointers to “completed” xAPI statements.  

The following example demonstrates all the principles discussed in this chapter. Using the previously 
listed tools, the average chain of evidence for an assertion would trace back like this:  

1. Assertion: Learner 1 Asserted Competency2  
1. Evidence: [Passed3]  
2. Category: ADLProfile  
3. Timestamp: 1031 June 06, 2020  

2. Passed3: Learner1 Passed Course1  
1. Category: ADLProfile  
2. Timestamp: 1030 June 06, 2020  

3. Completed5: Learner1 Completed test2  
1. Registration Code: ec531277-b57b-4c15-8d91-d292c5b2b8f7  
2. Grouping: Course1  
3. Category: ADLProfile   
4. Timestamp: 1015 June 06, 2020  

4. Launched5: Learner1 Launched test2  
1. Registration Code: ec531277-b57b-4c15-8d91-d292c5b2b8f7  
2. Grouping: Course1  
3. Timestamp: 0900 June 06, 2020  

5. Completed3: Learner1 Completed exercise1  
1. Registration Code: 54792e5c-7496-4a60-b818-5737fa38e071  
2. Grouping: Course1  
3. Category: ADLProfile  
4. Timestamp: 1100 June 05, 2020  

6. Launched3: Learner1 Launched exercise1  
1. Registration Code: 54792e5c-7496-4a60-b818-5737fa38e071  
2. Grouping: Course1  
3. Category: ADLProfile  
4. Timestamp: 1030 June 05, 2020  

7. Completed1: Learner1 Completed test1  
1. Registration Code: bd4047f4-eda3-4316-a967-48799b2c49a3  
2. Grouping: Course1  
3. Category: ADLProfile  
4. Timestamp: 1530 June 01, 2020  

8. Launched1: Learner1 Launched test1  
1. Registration Code: bd4047f4-eda3-4316-a967-48799b2c49a3  
2. Grouping: Course1  
3. Category: ADLProfile  
4. Timestamp: 1400 June 01, 2020  

Figure 1. A Sample flow of statements as a user interacts with a MOM focuses ecosystem 
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Results 

When the assertion has to be reviewed, the course completion event can be pulled from the LRS. Then 
how the learner interacted with the course can be pulled searching for statements about this Learner1 with 
a Grouping of 1. The timestamp for each of these events is included, and can be used to order them, and 
the evidence can then be traced back to the activity level. In addition to this, the use of a properly defined 
xAPI profile makes “Launched” and the other verbs controlled terms with very strict definitions. 
Launched can mean two different things normally, such as saying “I launched the activity” versus “I 
launched the rocket.” By defining the verb “Launched” in a profile, “Launched” can only mean launching 
an activity.  
 
The proper use of unique registration codes and the grouping property for each xAPI statement also adds 
additional context to this evidentiary chain. The grouping property clearly defines that statements 3-8 of 
Figure 1 are all related to a learner attempting to complete the same course, Course 1, linking them is 
statement 2. The unique registration course then breaks these statements down into clear learning 
sessions, where individual tests and assignments are completed over the course of a few days.  
By properly leveraging all of these properties within an xAPI statement, an assertion of competence can 
now be traced back to the individual activities that a learner had to complete to generate that assertion.  
 

Final Discussion 

Because GIFT supports the use of the xAPI specification, it can now leverage these practices and 
become more interoperable with other learning systems. Additionally, these logs can assist GIFT 
with its intelligence as now courses that do not train as effectively can now be found by 
following the evidence quoted in assertions for poorly performing learners. The same can be 
done to find the most effective courses by tracing back the chains of evidence of overperforming 
learners. 
 
In conclusion, by following these best practices when leveraging the xAPI specification, GIFT 
can better integrate with a larger learning ecosystem, audit both learners and the available 
learning resources, and link a learner’s competencies and badges all the way back to their 
performance during their training. 
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panels with the National Academy of Sciences and four OECD expert panels on problem solving, 
namely PIAAC 2011 Problem Solving in Technology Rich Environments, PISA 2012 Complex 
Problem Solving, PISA 2015 Collaborative Problem Solving (chair), and PIAAC Complex 
Problem Solving 2021.    

Dr. Xiangen Hu is a professor in the Department of Psychology, Department of Electrical and 
Computer Engineering and Computer Science Department at The University of Memphis (UofM) 
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and senior researcher at the Institute for Intelligent Systems (IIS) at the UofM and is professor and 
Dean of the School of Psychology at Central China Normal University (CCNU). Dr. Hu received 
his MS in applied mathematics from Huazhong University of Science and Technology, MA in 
social sciences and Ph.D. in Cognitive Sciences from the University of California, Irvine. Dr. Hu 
is the Director of Advanced Distributed Learning (ADL) Partnership Laboratory at the UofM, and 
is a senior researcher in the Chinese Ministry of Education’s Key Laboratory of Adolescent 
Cyberpsychology and Behavior. 

Dr. Hu's primary research areas include Mathematical Psychology, Research Design and Statistics, 
and Cognitive Psychology. More specific research interests include General Processing Tree 
(GPT) models, categorical data analysis, knowledge representation, computerized tutoring, and 
advanced distributed learning. Dr. Hu has received funding for the above research from the US 
National Science Foundation (NSF), US Institute of Education Sciences (IES), ADL of the US 
Department of Defense (DoD), US Army Medical Research Acquisition Activity (USAMRAA), 
US Army Research Laboratories (ARL), US Office of Naval Research (ONR), UofM, and CCNU. 

 
Dr. Benjamin Goldberg is a member of the Army Futures Command - Combat Capabilities 
Development Command Simulation and Training Technology Center in Orlando, FL. He has been 
conducting research in the Modeling & Simulation community for the past eight years with a focus 
on adaptive learning in simulation-based environments and how to leverage Artificial Intelligence 
tools and methods to create personalized learning experiences. Currently, he is the LITE Lab’s 
lead scientist on instructional management research within adaptive training environments and is 
a co-creator of the Generalized Intelligent Framework for Tutoring (GIFT). Dr. Goldberg is a 
Ph.D. graduate from the University of Central Florida in the program of Modeling & Simulation. 
His work has been published across several well-known conferences, with recent contributions to 
the Human Factors and Ergonomics Society (HFES), Artificial Intelligence in Education and 
Intelligent Tutoring Systems (ITS) proceedings. Dr. Goldberg has also recently contributed to the 
journal Computers in Human Behavior and to the Journal of Cognitive Technology. 
 
Dr. Andrew J. Hampton is a Research Scientist Assistant Professor at the Institute for Intelligent 
Systems & Department of Psychology, within the University of Memphis. He serves as project 
manager on the pioneering hybrid tutor ElectronixTutor and development leader on a 
conversational AI meant to aid in career planning through education and qualification tracking, 
intelligent recommendation, and mitigation of personal issues. He is also editing a book on ethics 
in artificial intelligence specifically from a psychological perspective. Research interests include 
technologically mediated communication, psycholinguistics, semiotics, adaptive educational 
technology, artificial intelligence, and political psychology.  
 
Dr. Joan H. Johnston is a Senior Research Psychologist with the U.S. Army Combat Capabilities 
Development Command, Soldier Center. She began her military research career in 1990 with the 
U.S. Navy. For her work on the Tactical Decision Making Under Stress program she was awarded 
the Office of Naval Research Dr. Arthur E. Bisson Prize for Naval Technology Achievement and 
the Society for Industrial and Organizational Psychology M. Scott Myers Award for Applied 
Research in the Workplace, and was made a NAVAIR Fellow. In 2012, she became the Orlando 
Unit Chief of the Army Research Institute. Then in 2014 she joined the Army Research Laboratory, 
Human Research Engineering Directorate, and was awarded the US Army Civilian Service 
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Achievement Medal for an innovative team training strategy to improve decision making under 
stress in dismounted Army squads.  Dr. Johnston received her M.A. and Ph.D. in Industrial and 
Organizational Psychology from the University of South Florida. 
 

Authors 

Mark Abdelshiheed is a Ph.D. student in the Department of Computer Science at North Carolina 
State University. His research is on transfer learning in intelligent tutoring systems, with an 
emphasis on the metacognitive skills of different learners. His long-term research goal is to 
leverage his research to improve teaching skills and students' learning outcomes. 
 
 
Dr. Eva Baker is a Distinguished Professor Emerita at UCLA. Dr. Baker researches design and 
validation of multipurpose training and assessments systems, recently focusing on games, 
simulations, and scenario-based assessments (workforce skills) for the US Navy and PBS (early 
learning). Her AI studies include benchmarking as well as evaluations of ITSs, games, 
interventions, and applying AI to assessment. She has served as Chair of the Board on Testing and 
Assessment, National Research Council, Co-Chair of the “Standards for Educational and 
Psychological Testing,” and been President of both the American and World Educational Research 
Associations. Dr. Baker has evaluated national tests and reform in the US and abroad. A member 
of the National Academy of Education and a fellow in scholarly association, she has numerous 
awards in measurement and is widely published. 
 
Dr. Tiffany Barnes is Professor of Computer Science at NC State University. She received the 
B.S. and M.S. degrees in Computer Science and Mathematics, and the Ph.D. degree in Computer 
Science from N.C. State. Dr. Barnes has served as chair or program chair for many conferences, 
including ACM SIGCSE, Educational Data Mining RESPECT, STARS Celebration, and 
Foundations of Digital Games. Tiffany Barnes has recently served on the ACM Special Interest 
Group on Computer Science Education Board (2010-2016), the Board of Directors for the 
International Educational Data Mining Society (2011-present), Chair of IEEE Computer STC 
Broadening Participation, and Associate Editor for IEEE Transactions on Learning Technologies 
(2016-present). Dr. Barnes received an NSF CAREER Award for her novel work in using data and 
educational data mining to add intelligence to STEM learning environments.  
 
Dr. Min Chi is an Associate Professor in the Department of Computer Science at NC State 
University. She joined the department in August 2013 as a Chancellor’s Faculty Excellence 
Program cluster hire in the Digital Transformation of Education. She has established a 
foundational R&D portfolio with impactful advancements across four major lines of research, 
including Reinforcement Learning (RL)-based policy induction. She has served as the PI and Co-
PI for a series of federally funded grants from NSF, NIH, and DOE and has led multidisciplinary 
collaborations. She has received numerous awards for her research expertise and impact, including 
an NSF CAREER Award, an Alcoa Foundation Engineering Research Achievement Award, and 
a series of Best Paper, Best Student Paper, and Outstanding Paper Awards. 
 

http://www.csc.ncsu.edu/
http://www.ncsu.edu/
http://www.ncsu.edu/
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Dr. Kilchan Choi is Associate Director for Statistics and Methodology at CRESST. Dr. Choi has 
rich expertise in developing and applying advanced statistical methodologies in education 
assessment, psychometric modeling with large-scale gameplay data, multisite evaluation, growth 
modeling, value-added models, and school effectiveness and accountability research. He brings 
expertise and experience from his many years of leading IES statistical methodology projects to 
develop the proposed new statistical models, estimation methods, and statistical programs that are 
part of this effort. As CRESST’s principal methodologist, he is responsible for research design, 
instrument validation, statistical modeling, and technical quality control for nearly all CRESST 
projects. He has most recently been leading the Navy Training Assessment Framework effort as 
Project Director. In that project, he has developed a novel psychometric approach to validate 
assessments under a small sample case, and incorporate qualitative information from subject 
matter experts into the scoring process. Furthermore, he currently leads the development of 
psychometric and statistical approaches to analysis of very large-scale gameplay process data to 
estimate game players’ performance level, play patterns, and thinking processes. 
 
Jody L. Cockroft, AA, BS, CCRP is a Research Specialist at the University of Memphis (UoM) 
in the Psychology Department with the Institute for Intelligent Systems where she has been for the 
past five-plus years. She has over thirty years of experience in scientific research and has worked 
on both the bench and on various clinical studies. She has been an integral part of the Army 
Research Laboratory Cooperative agreement, the Advanced Distributed Learning Initiative ADL-
A project, the Learner Data Institute (LDI), and the Advanced Learning Theories, Technologies 
and Impacts (ALTTAI) Consortium for the past several years while at the UoM. She has authored 
or co-authored over twenty articles in peer-reviewed journals as well as countless abstracts and 
posters. She is the treasurer of the Adaptive Instructional Systems (AIS) Working Group IEEE 
P2247.1. Her research interests include the standardization of adaptive instructional systems and 
improving human learning. 
 
Dr. Jonathan Gratch is a Research Full Professor of Computer Science. Psychology and Media 
Arts and Practice at the University of Southern California (USC) and Director for Virtual Human 
Research at USC’s Institute for Creative Technologies. He completed his Ph.D. in Computer 
Science at the University of Illinois in Urbana-Champaign in 1995.  Dr. Gratch’s research focuses 
on computational models of human cognitive and social processes, especially emotion, and 
explores these models’ role advancing psychological theory and in shaping human-machine 
interaction. He is the founding Editor-in-Chief (retired) of IEEE’s Transactions on Affective 
Computing, founding Associate Editor of Affective Science, Associate Editor of Emotion Review 
and the Journal of Autonomous Agents and Multiagent Systems, and former President of the 
Association for the Advancement of Affective Computing (AAAC). He is a Fellow of AAAI, 
AAAC, and the Cognitive Science Society. 
 
Dr. Sara Haviland is a Research Scientist in the Center for Education and Career Development 
at Educational Testing Service in Princeton, NJ. She studies the social, policy, organizational, and 
individual factors that affect work and careers, with a focus on educational interventions and 
training to improve career trajectories. She also examines issues of educational access and training 
for adult learners, and the policy implications of workforce development programs. Dr. Haviland 
has served as a research evaluator for workforce development and community college programs, 
and publishes and presents regularly on these topics. Her research at ETS has focused on career 
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and technical education, improving career pathways in community colleges, and building student 
success through soft skills training. Dr. Haviland holds an M.A. and Ph.D. in sociology from The 
University of North Carolina at Chapel Hill, and a B.A. in social theory and ethics from Oglethorpe 
University. 
 
 
Emmanuel Johnson is a PhD candidate in Computer Science at the University of Southern 
California advised by Jonathan Gratch. His research focuses on improving negotiation training by 
using AI to provide personalized feedback. He holds a MS in Robotics from the University of 
Birmingham, and a BS in Computer Engineering from North Carolina Agricultural and Technical 
State University.   

Mike Kalaf has over 30 years of Modeling, Simulation and Training leading large scale efforts 
leveraging cutting edge technology. Mike has worked in the commercial and military aviation, 
training and simulation business. In his most recent efforts, he has been leading new opportunities 
applying front end modeling, simulation and analysis. Mike has led several programs integrating 
“state of the art” technology and delivering highly successful technology and business innovation. 
Mike has been collaborating with educational organizations and exploring conceptual frameworks, 
platforms and business models to transform our current system and elevate the performance and 
quality. He was involved with the University of Central Florida’s College of Education on a unique 
system of teacher training via classroom simulators. These projects fit well to advance science, 
technology, engineering and mathematics learning to lay the groundwork for a new generation of 
engineers and scientists. Mike volunteers his time to numerous education organizations including 
serving as a board member for the Central Florida STEM council and the Seminole County Public 
Schools Foundation. Mike’s formal education includes an earned Mechanical Engineering degree 
from Rochester Institute of Technology, RIT. 

 
Dr. Patrick Kyllonen is Distinguished Presidential Appointee in the R&D Division of 
Educational Testing Service in Princeton, NJ. Dr. Kyllonen received a B.A. from St. Johns 
University, Ph.D. from Stanford University, and authored Generating Items for Cognitive Tests 
(with S. Irvine,2001); Learning and Individual Differences (with P. L. Ackerman &amp; R.D. 
Roberts, 1999); Extending Intelligence: Enhancement and New Constructs (with R. Roberts and 
L. Stankov, 2008); and Innovative Assessment of Collaboration (with A. von Davier and M. Zhu, 
2017). He is a fellow of American Psychological Association and American Educational Research 
Association and has coauthored several National Academy of Sciences reports, Education for Life 
and Work: Developing Transferable Knowledge and Skills in the 21 st Century (2012), Measuring 
Human Capabilities (2015), and Supporting Students’ College Success: The Role of Assessment 
of Intrapersonal and Interpersonal Competencies (2017). Dr. Kyllonen is a recipient of The 
Technical Cooperation Program Achievement Award for the “design, development, and evaluation 
of the Trait-Self Description (TSD) Personality Inventory.” Dr. Kyllonen directed the Center for 
New Constructs (later, Center for Academic and Workforce Readiness and Success) at ETS for 15 
years. The Center focused on identifying and measuring new constructs for applications in K-12, 
higher education, and the workforce. While directing the center Dr. Kyllonen also led NAEP 
questionnaire work, developing white papers and 4th, 8th, and 12th grade background 
questionnaires for mathematics, English language arts, science, social science, and the National 
Indian Education Study, and Socioeconomic Status study. He also led PISA 2012 questionnaire 
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development, introducing many new item types to PISA including anchoring vignettes, situational 
judgment tests, and forced-choice approaches, and was an expert group advisor on OECD’s 
recently completed The Survey on Social and Emotional Skills Study. 
 
Mehak Maniktala is pursuing a Ph.D. in Computer Science at North Carolina State University. 
Her research focuses on applying machine learning and user experience to solve the assistance 
dilemma in an intelligent logic tutor. Her contributions include a new principled approach to 
determine when students need help in open-ended learning environments, and a study showcasing 
how this approach can save students time and improve their performance. 
 
Dr. Harry O’Neil is a Professor of Educational Psychology and Technology at the University of 
Southern California’s Rossier School of Education. His current research interests include the 
effectiveness of computer games and simulations, team training and assessment, and teaching and 
assessment of 21st century skills. He has recently co-edited the following books: Teaching and 
Measuring Cognitive Readiness (AKA 21st Century Skills) (2014), Using Games and Simulations 
for Teaching and Assessment: Key Issues (2016), Theoretical Issues of Using Simulations and 
Games in Educational Assessment (in press, Routledge/Taylor & Francis), and Using Cognitive 
and Affective Metrics in Educational Simulations and Games: Applications in School and 
Workplace Contexts (in press, Routledge/Taylor & Francis). He is a Fellow of the American 
Psychological Association (APA), the American Educational Research Association (AERA), and 
the Association for Psychological Sciences (APS). In each of these organizations, less than five 
percent of the membership has fellow status. 
 

Kevin Owens is an Engineering Scientist at the Applied Research Laboratories, The University of 
Texas at Austin – a US Navy University Affiliated Research Center (UARC).  After retiring from 
the US Navy, Mr. Owens earned a BS and MS in Instructional Design and has 19-years’ experience 
in DoD learning engineering science and technology (S&T) and DoD operational research.  Mr. 
Owens supports US Army PEO-STRI and the Synthetic Training Environment (STE) 
requirements process, the Squad Immersive Virtual Trainer (SIVT) and Integrated Visual 
Augmentation System (IVAS) engineering team; STE Experiential Learning for Readiness 
(STEELR) S&T applied research; and US Navy learning engineering applied research.  
 
Debbie Patton has over 30 years of experience conducting military research.  She is currently a 
senior research psychologist at the US Army Combat Capabilities Development Command 
Analysis Center where she leads research efforts on understanding human performance and 
training effectiveness as well as conducting human systems integration evaluations.  Ms. Patton 
leads a group on the Army Human Behavior Representation working group, is a contributor to 
developing methods and metrics to the Army’s Maximizing Human Performance effort, and a 
moderator for the DAU Human Systems Community of Practice. Prior to joining the Data and 
Analysis Center, Ms. Patton served 27 years of service under the Human Research and Engineering 
Directorate at the Army Research Laboratory leading research in soldier stress and performance 
in both live and simulated military training. Here she developed methods and metrics to measure 
stress and realism in military live and simulated environments which lead her to train national and 
international scientists on how to measure subjective and objective stress in military environments.  
She was an invited researcher to the Engineer Scientist Exchange Program and worked in Defense 
Science Technology, Australia for one year. She chairs sessions at international conferences and 
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serves on international conference panels for several years.  She served three years as the lead for 
the human stress and performance subgroup for the DoD Human Factors and Engineering 
Technical Advisory Group.  Ms. Patton has 30+ publications.  Ms. Patton received her master’s 
degree in experimental psychology from Town University, Towson, MD. 
 
Dr. Steven B. Robbins is Principal Research Scientist at Educational Testing Service in Princeton, 
NJ. Prior to ETS, Dr. Robbins was Vice President for Research at ACT. He also is a former 
professor and chair of the Psychology Department at Virginia Commonwealth University. He was 
a James Scholar at the University of Illinois where he received his B.A. in Psychology. He received 
his Ph.D. in an APA-accredited counseling psychology program at the University of Utah. He was 
elected Fellow of the American Psychological Association in 1992, and received the Division 17 
early career scientist-practitioner award. Dr. Robbins is a leading social scientist in his field, 
publishing more than 145 refereed articles and technical reports, and has conducted workshops 
and presentations around the world. He is a leading student education success expert, co-authoring 
Increasing Persistence: Research-based Strategies for College Student Success (Wiley, 2012), 
with Wesley R. Habley and Jennifer Bloom. His research draws upon a psychological perspective 
on human and social capital when understanding education and work success. He promotes 
evidence-based assessment and intervention practices that help underserved learner’s bridge 
education and work. 
 
Elliot Robson is the General Manager and previous Director of Research for Eduworks 
Corporation. He has served as Principal Investigator on the Personalized eBooks for Learning 
(PeBL) project funded by the US Advanced Distributed Learning (ADL) and is currently Co-PI 
on the NSF Competency Catalyst project, as well as on the Competency and Skills System (CaSS) 
project. He has worked as a leader in education technology transformation since 2005 with 
organizations including the NYC Department of Education, UNESCO, and Amplify Learning. He 
has served as chair for IEEE standards on intelligent eBooks and is an active member of the Open 
Skills Network's technical working groups. He has numerous publications and presentations 
including on methods for competency computation and application. 
 
Dr. Robby Robson received his Ph.D.  from Stanford in 1981, joined the mathematics faculty at 
Oregon State University in 1984, was an Alexander von Humboldt fellow, and received tenure in 
1989. In 1995 he co-created one of the first online learning systems and moved to industry as Saba 
Software’s “standards evangelist” in 2000, where became director of Product Management. In 
2001 he co-founded Eduworks Corporation, a company that applies AI to education, training, and 
workforce development, where he is CEO. Since 2000, Robby has actively participated in IEEE 
standards as a Standards Committee chair and member of the IEEE Standards Association 
Standards Board and Board of Governors. Most recently, he has been instrumental in launching 
IEEE-SA OPEN. Robby has over 100 publications in diverse areas of research and is currently 
Principal Investigator on two significant projects that are applying AI and competency-based 
approaches to talent management and experiential learning. 
 
 
Dr. Vasile Rus is a Full Professor of Computer Science at The University of Memphis and the 
Lead Principal Investigator of the newly NSF-funded Learner Data Institute to lay the foundations 
of a Data Science Institute for learner data (www.learnerdatainstitute.org). Dr. Rus' research 

http://www.learnerdatainstitute.org/
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interests lie at the intersection of artificial intelligence, human and machine learning, and natural 
language processing with an emphasis on developing interactive intelligent systems such as 
intelligent tutoring systems and care-bots (healthcare bots). Dr. Rus has served in various roles on 
research projects funded by the National Science Foundation, Department of Defense, Department 
of Education, and private companies. Many of those projects involved the development of 
intelligent tutoring systems and medium-size (10-25 people) interdisciplinary teams. For instance, 
Dr. Rus has led the development of the DeepTutor system (www.deeptutor.org), a project funded 
by the Department of Education and is currently leading the development of an NSF-funded 
project to develop an intelligent tutoring system for source code comprehension, called DeepCode. 
Dr. Rus produced more than 150 peer-reviewed publications and received 6 Best Paper Award 
nominations of which 3 were Best Paper Awards. His team won the first two Question Answering 
competitions organized by the National Institute for Science and Technology (NIST) and recently 
his team won the English Semantic Similarity challenge organized by the leading forum on 
semantic evaluations – SemEval. Among other accomplishments, Dr. Rus was named Systems 
Testing Research Fellow of the FedEx Institute of Technology for his pioneering work in the area 
of software systems testing and is a member of the PI Millionaire club at The University of 
Memphis for his successful efforts to attract multi-million funds from federal agencies as Principal 
Investigator (PI). 
 
Dr. Robert A. Sottilare is the Science Director for Intelligent Training at Soar Technology, Inc. 
He came to SoarTech in 2018 after completing a 35-year federal career in both Army and Navy 
training science and technology organizations. At the US Army Research Laboratory, he led the 
adaptive training science and technology program where the focus of his research was automated 
authoring, instructional management, and analysis tools and methods for intelligent tutoring 
systems (ITSs) and standards for adaptive instructional systems. He is a co-creator of the 
Generalized Intelligent Framework for Tutoring (GIFT), an open source, AI-based adaptive 
instructional architecture.  GIFT has over 2000 users in 76 countries.  Dr. Sottilare has long history 
as a leader, speaker, and supporter of learning and training sciences forums at the Defense & 
Homeland Security Simulation, HCII Augmented Cognition, and AI in Education conferences.  
He is the founding chair of the HCII Adaptive Instructional Systems (AIS) Conference. He is a 
member of the AI in Education Society, the Florida AI Research Society, the IEEE Computer 
Society and Standards Association, the National Defense Industry Association (lifetime member), 
and the National Training Systems Association. He is currently the IEEE Project 2247 working 
group chair for the development of standards and recommended practices for AISs. He is a faculty 
scholar and adjunct professor at the University of Central Florida where he teaches a graduate level 
course in ITS design. Dr. Sottilare has also been a frequent lecturer at the United States Military 
Academy (USMA) where he taught a senior level colloquium on adaptive training and ITS design.  
He has a long history of participation in international scientific fora including NATO and the 
Technical Cooperation Program. He has over 200 technical publications in the learning sciences 
field with over 1500 citations in the last 5 years. His doctorate is in Modeling & Simulation with 
a focus in Intelligent Systems from the University of Central Florida. Dr. Sottilare is a recipient of 
the US Army Meritorious Service Award (2018; 2nd highest civilian award), the US Army 
Achievement Medal for Civilian Service (2008; 5th highest civilian award), and two lifetime 
achievement awards in Modeling & Simulation: US Army RDECOM (2012; inaugural recipient) 
and National Training & Simulation Association (2015). He was also recognized by NTSA in 2019 
for his contributions to adaptive instruction and the design and development of GIFT. 

http://www.deeptutor.org/
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Florian Tolk is a SETA contractor and a Software Engineer with the Advanced Distributed 
Learning (ADL) Initiative. In this role, he provides technical knowledge in working groups for the 
development of technical specifications and standards, as well as designing internal systems for 
Training and Education research experiments that implement these standards. Prior to working for 
the ADL Initiative, he worked as a software developer for SimIS inc. and developed in a team 
environment training simulations such as the Automated Intelligent Mentoring System (AIMS). 
 
Dr. Kevin M. Williams is a Research Scientist in the Center for Educational and Career 
Development at Educational Testing Service.  He received his Ph.D. in Personality Psychology 
with a minor in Quantitative Psychology from The University of British Columbia in 2008.  Dr. 
Williams’ research includes investigations into the predictive validity and malleability of 
noncognitive constructs (e.g., personality) in workplace contexts, validity research for high school 
equivalency tests, psychometric evaluations of novel psychological assessments, law enforcement 
personnel selection, response bias in job performance evaluations, career technical education 
(CTE) pathways, educational and career experiences of underrepresented groups, and identifying 
skills for the new economy through employer expectations.  Prior to joining ETS, Dr. Williams’ 
professional experience involved the development and validation of psychological and licensure 
assessments for stakeholders in educational, workplace, clinical, law enforcement, and 
correctional fields.  Dr. Williams has presented at numerous international conferences and 
published several influential articles, whose citations number in the thousands. 
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